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Abstract 

Contribution to the Modeling and Advanced Control of a Multilevel Resonant 
Inverter 

 

By 

Mr. Alla Eddine Toubal Maamar 

Directed by: Professor M’hamed HELAIMI and Professor Rachid TALEB 

Electrical Engineering Department, Laboratoire Génie Electrique et Energies 
Renouvelables (LGEER) Laboratory, Faculty of Technology, Hassiba Benbouali 

University of Chlef, 02180, Algeria 

 

The current study addresses the topic “Contribution to the modeling and advanced 

control of a multilevel resonant inverter”. This study introduces new circuits in the power 

electronics field: the improved asymmetrical Twenty-one level inverter and the five-level 

resonant inverter. The proposed circuit of the five-level resonant inverter combines the 

advantages of the multi-level inverter and the abilities of the resonant inverter. The 

importance of the subject has been that it is one of the recent studies that provide the latest 

valuable information that researchers have achieved in the field of mathematical modeling 

of converters and advanced control techniques. The main achievements of this study are: 

The mathematical model of the five-level resonant inverter using small-signal modeling 

technique; Modulation of the five-level resonant inverter with the artificial neural network 

(ANN) based on selective harmonic elimination (SHE) scheme; Design and 

implementation of a closed-loop control system using reliable and high-efficient methods 

including the Coefficient Diagram Method (CDM), the Model Reference Adaptive 

Control (MRAC), the control method based on the intelligent algorithm as the fractional 

regulator (PIλ) based on Genetic Algorithm (GA) and the fractional regulator (PIλ) based 

on Particle Swarm Optimization (PSO).  

Keywords: Power electronics, DC-AC converter, Multilevel inverter, Five-level 

series resonant inverter, Small-signal model, Selective harmonic elimination SHE 

modulation, Artificial neural network ANN, Coefficient diagram method CDM, Adaptive 

control, Intelligent algorithms control, Genetic algorithm GA, Particle swarm optimization 

PSO. 
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لرnن ا لمسmتوlتامGعدد  لمتقدم في �اhسالتحكم اeنمذbة و المساهمة في ا  
 

دا�دامن   
�qناوJل معمر �لاء طلسmید: ا  

  طالب رشيد .و الأستاذ حلايمي امحمد. لأستاذ: اتحت إشراف
، bامعة حس�Qة �ن ، كلیة التك{ولوجSا، مخبر الهندسة الكهرJئیة و الطاقات المتLددةقسم الإلكتروتقني

.الجزا�ر ،02180بو�لي Jلشلف،   
 

ت�{اول ا�راسة الحالیة موضوع "المساهمة في اeنمذbة و التحكم المتقدم في �اhس مGعدد المسmتوlت 
�سمح هذه ا�راسة بتقديم دوا�ر bدیدة في مجال إلكترونیات الطاقة ، وهي العاhس �ير الم�ثل  .الرnن"

تجمع ا�ا�رة المقتر�ة  .المحسن ذو وا�د وعشرون مسmتوى، والعاhس ذي الخمس مسmتوlت الرnن
`لعاhس ذي الخمس مسmتوlت الرnن بين مزاl العاhس مGعدد المسmتوlت Jلإضافة إلى قدرات العاhس 

©كمن ٔ&همیة الموضوع في ٔ&نه من ا�راسات الحدیثة التي توفر &ٔ�دث المعلومات القيمة التي حققها  .الرnن
 .قة ؤ&یضًا في مجال تق{یات التحكم المتقدمة في اFٔنظمةالباحªون في مجال اeنمذbة الرlضیة لمحولات الطا

هي: اeنموذج الرlضي `لعاhس ذي المسmتوlت الخمسة الرnن Jسmت¯دام  راسةا� هالإنجازات الرئ�سmیة لهذ
تق{یة نمذbة الإشارة الصغيرة؛ تعدیل العاhس ذي الخمس مسmتوlت بواسطة الشmبكة العصبیة 

؛ كذÁ تم تصميم وتنفSذ نظام  (SHE) مخطط الإزا¹ التوافقي ´نتقائيبناءً �لى  (ANN) ´صطناعیة
 التحكم في الحلقة المغلقة Jسmت¯دام طرق موثوقة و�الیة الكفاءة وهي: طریقة الرسم البیاني `لمعامل

(CDM) لى ٔ&ساس نموذج مرجعي�في Sوالتحكم التك ، (MRAC)  لى�كي القائم Ìوطریقة التحكم ا ،
 .(PSO) ، و طریقة التحكم اÌكي �لى ٔ&ساس تحسين سرب الجسÏmت(GA) الوراثیةالخوارزمSة 

  
خمسة ذو عاhس ال، �اhس مGعدد المسmتوlت،  DC-ACإلكترونیات الطاقة ، محول  الكلمات الرئ�سmیة:

، شmبكة عصبیة SHE المتناسق نتقائيلإ اذف Jلحتعدیل ال صغيرة، الشارة الإ ن، نموذج رnالمسmتوlت 
 Jٕسmتعمالكي اÌتحكم ال تكSفي، ال تحكم ال ، CDMعامل الم، طریقة مخطط ANNاصطناعیة 

  .PSO تحسين سرب الجسÏmت، خوارزمSة  GAالخوارزمSات، الخوارزمSة الجیSÙة 
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CHAPTER 1 GENERAL INTRODUCTION 

1.1 Introduction 

he activities in the power electronics industry are interesting and beneficial 

because it opens the opportunity for experimentation and knowledge, and it is a 

perfect way to develop new systems. ‘‘The global power electronics market size 

was valued at 23.25 billion dollars in 2019 and is expected to reach 36.64 billion dollars 

by 2027’’ [1]; the money figure in the previous sentence provides the importance of power 

electronics in our daily life. On Wednesday, October 31, 2021, A.E. Toubal Maamar was 

granted access to the Scopus-Elsevier database by CERIST-SNDL to search the sentence 

"power electronic," and the word "inverter", where the search was done within the article 

title option, and the data was selected from 1990 to 2021. The Scopus database shows that 

5,208 documents use the sentence "power electronic" and 43,701 documents use the 

sentence "inverter" in several subjects’ areas.  Table 1 displays the data about the use of 

the sentence "power electronic" as part of the document's title in the Scopus database 

from 1990 to 2021, and Table 2 displays the data on the use of the word "inverter". 

Figure 1 shows the line graph of the data that use the sentence "power electronic" and 

word "inverter" in the document's title. 

Table 1: Data on the use of the sentence “power electronic” in documents’ title -Scopus database 

Year 2021 2020 2019 2018 2017 2016 2015 2014 2013 2012 2011 

Documents 278 341 338 338 267 269 235 241 225 216 240 

 

 

2010 2009 2008 2007 2006 2005 2004 2003 2002 2001 2000 

182 222 166 157 132 145 127 101 115 117 100 
 

1999 1998 1997 1996 1995 1994 1993 1992 1991 1990 Total 

84 125 77 93 49 51 61 38 25 53 5208 

Table 2: Data on the use of the word “inverter” in documents’ title -Scopus database 

Year 2021 2020 2019 2018 2017 2016 2015 2014 2013 2012 2011 

Documents 2584 3692 3937 3793 3243 3051 2514 2656 2300 2035 1831 

 

 

2010 2009 2008 2007 2006 2005 2004 2003 2002 2001 2000 

1500 1338 1083 1087 835 770 683 556 529 447 390 
 

1999 1998 1997 1996 1995 1994 1993 1992 1991 1990 Total 

377 365 354 323 277 277 289 206 156 187 43701 

From Tables 1 and 2, we can see that “power electronic” and “inverter” are 

popular in the research scientific; also from Figure 1, we can obviously note the increase 

of research in power electronic and inverter subjects from 1990-2019, generally. 

Moreover, there is a decrease in scientific research documents from 2020-2021 due to the 

T 
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COVID-19 pandemic and its influence on humanity in all areas. 

 

Figure 1: Line graph based on the data of use the sentence “power electronic” and word “inverter” in 

documents title [Scopus database from 1990-2021]. 

Scientists' research on improving the efficiency and production of electronic 

converters will increase to meet the tremendous worldwide demand for electricity in the 

coming years. This forecast is based on the data of energy consumption worldwide from 

2000 to 2018, with a forecast until 2050 [2], and the information that the inverter is an 

essential part of the distributed power generation systems (DPGS) for integrating the 

popular renewable energy sources, such as Hydropower, Wind, and Solar [3]. 

Table 3 illustrates the data of the worldwide energy consumption with exajoules 

unit [Statista Data-2021], and Figure 2 shows the bar graph of the data. From figure 2, we 

can see the increasing demand of renewable energy. The data presented in Tables 1, 2, and 

3 notes that power electronics play an important role in sustainable energy systems. 
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Table 3: Data of the worldwide energy consumption with exajoules unit [Statista Data-2021] 

Nuclear Natural gas Oil Coal Renewable energy Hydropower 

2000 26 86 155 99 3 27 
2005 27 99 169 130 4 28 
2010 26 114 173 151 10 32 
2015 23 125 184 158 18 35 
2018 24 138 190 158 27 38 
2025 26 154 191 155 48 43 
2030 27 166 190 149 70 46 
2035 28 175 187 145 89 47 
2040 29 180 182 138 114 49 
2045 30 184 177 131 137 50 
2050 31 187 172 123 161 51 

 

Figure 2: Bar graph based on the data of the worldwide energy consumption [Statista Data-2021]. 

In the power electronics domain, the switching converter is the main component 

for processing electric power. Currently, four primary switching converters exist. One of 

the most used converters is the DC–AC converter; it is an inverter because the DC input 

voltage is modulated to produce an AC output voltage with controllable magnitude, duty 

cycle, and frequency [4]. If the inverter can produce more than two levels of output 

voltage, then it can be called a multilevel inverter (MLI). In recent decades, several 

emerging MLI topologies have been proposed to overcome the conventional inverters' 

problems [5]–[9]. The resonant inverter is a particular type of converter; this type is 

invented to achieve a high-efficiency conversion and address specific industrial 

applications [10]–[12]. The implementation of multilevel inverter needs the use of 

modulation technique; the modulation techniques are classified into two categories: high-
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switching modulation techniques and low (also known as fundamental) switching 

modulation techniques [13]-[15]. 

On the other hand, mathematical presentation of the inverter is an essential step for 

control design; some theoretical and practical studies present the modeling of inverters 

and resonant inverters. The general average model, the average generator model, the 

average state model method, and small-signal modeling are the most used modeling 

methods in dynamic system analysis [16]-[20]. Currently, there is several control methods 

proposed to overcome the classical control problems. The coefficient diagram method, the 

model reference adaptive control, the model predictive control, and the fractional 

controller based intelligent algorithms (Genetic algorithm, Particle swarm optimization 

PSO, …etc.) attracted the attention of many researchers in control theory, where has a lot 

of theoretical and practical studies been done [21]-[27]. 

From the review and analysis of previous studies, there is a gap in knowledge 

about applying a small-signal method for modeling multilevel power converters. Also, 

none of the earlier works attempted to use a six-switch five-level topology to realize a 

series resonant inverter and model the circuit using small-signal AC analysis. Furthermore, 

it isn’t easy to design a classical or advanced controller for nonlinear switching converters, 

where the analysis of the dynamic behavior of such nonlinear systems is very complex. 

The current study addresses the topic “Contribution to the modeling and advanced 

control of a multilevel resonant inverter”. 

1.2 Objectives and specific aims 

The importance of the subject "Contribution to the modeling and advanced control 

of a multilevel resonant inverter" has been that it is one of the recent studies that provide a 

new contribution in the field of power electronics, and provide the latest valuable 

information that researchers have achieved in the field of mathematical modeling and also 

in the field of system control. This study introduces a new circuit, which is the five-level 

resonant inverter. The proposed circuit combines the advantages of the multilevel inverter 

and the abilities of the resonant inverter. The latest mathematical modeling techniques of 

the inverter have been presented through the previous studies, and we focused on the 

small-signal method. Furthermore, in this research, some recent advanced control 

techniques have been discussed. We have chosen four high-efficient methods for 
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implementing the proposed small-signal model of the multilevel resonant inverter. The 

suggested control methods in this research are: the Coefficient Diagram Method (CDM), 

the Model Reference Adaptive Control (MRAC), the Fractional controller based on the 

intelligent algorithm as PIλ-based on Genetic Algorithm (GA) and PIλ-based on Particle 

Swarm Optimization (PSO). 

In our research on the topic "Contribution to the modeling and advanced control of 

a multilevel resonant inverter", we used the analytical approach to present the previous 

works and summarize the basic information derived from them. Also, the analytical 

approach has been used throughout the analysis of the proposed circuit of the five-level-

series resonant inverter. Moreover, the experimental approach has been used to investigate 

the proposed circuit and display the achieved data using simulation software and be 

applied using several electronic devices. In this research, four highly efficient control 

methods have been implemented for controling the proposed small-signal model of the 

multilevel resonant inverter. Hence, the study required the comparative approach, which 

we have employed to compare the achieved results. 

The study objectives can be summarized as follows: Objective I: Establish new 

circuits in the field of power electronics, which are the improved asymmetrical Twenty-

one level inverter, and the five-level resonant inverter. Objective Ⅱ: Analysis of the 

proposed five-level resonant inverter. Objective Ⅲ: Establish a small-signal model for the 

proposed five-level resonant inverter. Objective Ⅳ: Design and implementation of the 

closed-loop system using reliable and high-efficient advanced control methods. 

1.3 Thesis outline 

This thesis is addressed in six chapters to present all aspects of the subject well. 

Each chapter begins with a brief introduction, followed by subsections contains 

comprehensive information, discussion, and analysis, eventually a short chapter summary. 

This thesis is organized as follows: 

Chapter 1 general introduction: The current chapter seeks to introduce the 

subject of the research and its significance, taking into account the perspectives of the 

previous work. Also, this chapter aims to present and discuss the study problem based on 

the many scientific gaps in similar previous works and identify the endorsed curriculum to 

study the subject. Furthermore, the current chapter presents the organization of a thesis. 
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Chapter 2 state of the art about the inverters and the electrical control 

systems: we have divided this chapter into two main parts for the precise positioning of 

our work according to state-of-the-art. PART. Ⅰ Overview of the resonant inverters & the 

multilevel inverters; this part introduces the basic types of resonant inverters and discusses 

their current modeling techniques. Also, identify the emerging topologies of multilevel 

inverters and presents their modulation strategies. The part is concluded by a discussion of 

the well-known application fields of inverters. This part aims to give comprehensive 

information about the resonant inverters and multilevel inverter topologies, select the 

appropriate topology of the multilevel inverter, the resonant inverter type, and the 

modeling technique for implementing our research study. PART. Ⅱ Overview of controller 

actions and control techniques for electrical power systems. This part introduces the 

controller actions for closed-loop systems and discusses the popular control techniques, 

classical and advanced. This part aims to present comprehensive information about the 

control of electrical systems, and subsequently, we select the control techniques to be 

implemented in our research study. 

Chapter 3 analysis of the proposed five-level series resonant inverter: this 

chapter introduces a new circuit of the five-level series resonant inverter; the circuit 

combines the multilevel inverter advantages and the advantages of the physical 

phenomenon “the resonance”. We have presented the topology and the operating mode of 

the five-level series resonant inverter. Furthermore, we have discussed a piece of excellent 

comprehensive information about the system and mathematical expressions. 

Chapter 4 small-signal modeling of a five-level series resonant inverter: the 

fourth chapter focuses on the mathematical description of the proposed circuit of a five-

level series resonant inverter. We have validated the small-signal model of the circuit in 

the frequency domain for later use in the design of the control system. Also, we have 

discussed the results of simulation and experiments in this chapter. 

Chapter 5 control techniques for a five-level series resonant inverter: we 

divided this chapter into three main parts; each part presents a specific control technique 

and their implementation procedures for controling a five-level series resonant inverter. 

The control techniques are designed based on the validated small-signal model. Part A: 

Implementation of the classical control technique: CDM-based PI control; this part 

introduces the Coefficient Diagram Method (CDM) and design procedure of the CDM-



CHAPTER 1 GENERAL INTRODUCTION 

 

7 
 

based PI controller for a five-level series resonant inverter. Part B: Implementation of the 

advanced control technique: adaptive control; this part presents the adaptive control 

techniques and implementation procedure of the Model Reference Adaptive Control 

(MRAC) for controling the proposed circuit of five-level series resonant inverter. Part C: 

Implementation of the advanced control techniques: PI
λ
-based on Genetic Algorithm 

(GA) and PI
λ
-based on Particle Swarm Optimization (PSO); in this part, we have 

introduced the fractional-order controllers and the intelligent algorithms. Also, this part 

discusses the implementation procedure of the GA-based PIλ and the implementation 

procedure of the PSO-based PIλ for controling a five-level series resonant inverter. 

Furthermore, we have compared the obtained results by applying the four control 

techniques. 

Chapter 6 conclusion: the sixth chapter summarizes the contribution and the most 

important results of this thesis and proposes future works based on this topic. 
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CHAPTER 2 STATE OF THE ART ABOUT THE 
INVERTERS AND THE ELECTRICAL CONTROL 
SYSTEMS  

2.1 Introduction 

esonance DC-AC inverter is a type of electric power converter designed 

to develop high-frequency with a high-efficiency power converter. 

Resonant inverter technology is becoming a very important subject of 

research in the field of power electronics for several industrial applications because of the 

ability and the efficiency to generate high-quality power. On the other hand, Multilevel 

Inverter (MLI) technology is becoming a very important subject of research in the field of 

power electronics for several industrial applications because of the simplicity of control 

and the ability to generate high output voltage levels with high quality. A static Direct 

Current to Alternating Current (DC/AC) converter can be called a "Multilevel Inverter" 

when it generates a chopped output voltage composed of a minimum of three levels. We 

can find Resonant inverters and Multilevel inverters in power transmission systems, 

induction heating applications, distributed power systems (DPS), telecom and network 

applications, wireless power transfer systems, traction systems, active filtering, motor 

drives, high-voltage and medium-voltage applications, renewable energy station, and 

many other new technologies.  The recent advancement in power control by developing 

high-speed calculators and the development of effective semiconductor devices is 

increasing the demand for electrical energy. Therefore many resonant inverter and 

multilevel inverter structures have been proposed in the literature to address this demand. 

This chapter presents a Background on the Resonant Inverters, Topologies, and modeling 

methods. Also, discuss the Multilevel Inverters, Fundamental Circuits, and emerging 

technologies. 

 

 

 

 

R 



CHAPTER 2 STATE OF THE ART ABOUT THE INVERTERS AND THE E.C.S. 

 

9 
 

PART. Ⅰ Overview about the resonant inverters & the multilevel 

inverters 

Ⅰ.1 Fundamental types of single-phase resonant inverters 

The resonant converters are used for efficient and powerful applications. The 

conversion of electrical energy is realized by a single-phase, non-modulated DC-AC 

converter where the converter structure depends on the nature of the DC source. This 

converter is a voltage inverter or a current switch. In these converters, the resonance is 

exploited to reduce the electrical stress on the electrical switches, maximize the output 

power, and reduce the harmonics. In the literature, there are several types of resonance 

converters, including series resonant inverter (SRI), parallel resonant inverter (PRI), 

series-parallel resonance inverter (S-PRI) [1], [2]. 

Ⅰ.1.1 Series resonant inverter (SRI) 

The Series resonant inverter: is an inverter delivering power to a series resonant 

circuit with low damping. The capacitor is placed in series with the load; the inverter 

delivers on a current receiver, so a voltage source must power it. In this type of 

compensation, the output power produced varies with frequency and has a maximum peak 

value close to the resonance frequency. In addition, the current flowing through the load is 

quasi-sinusoidal. The used switches of the voltage inverter have only one type of 

switching to be ensured (ZVS), and this will reduce the switching losses, reduces the 

electrical stress, and allows frequency rise [1], [3]. If taking into account the number 1 as a 

frequency rapport, then the series compensation is characterized by: 

1. For: fs < 1, the circuit is capacitive. 

2. For: fs > 1, the circuit is inductive. 

3. For: fs = 1, the circuit is resistive. 

Figure 3 shows the schematic diagram of the series resonant half-bridge inverter. 

This topology is frequently used in low power applications. It consists of a DC source, a 

series RLC circuit, and one switching cell (S1, S2); by using an appropriate control, the 

source will be modulated to obtain an alternating signal of the desired frequency and duty 

cycle. 
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Figure 3: Topology of Half-bridge series resonant inverter 

Figure 4 shows the schematic diagram of the series resonant H-bridge inverter. It 

consists of a DC source, a series RLC circuit, and two switching cells connected in parallel 

(S1, S2) and (S3, S4); by using an appropriate control, the source will be modulated to 

obtain an alternating signal of the desired frequency and duty cycle. 

 
Figure 4: Topology of Full-bridge series resonant inverter 

Ⅰ.1.2 Parallel resonant inverter (PRI) 

Parallel resonant inverter: is an inverter delivering on a parallel resonant circuit 

with low damping. The load has a capacitance directly connected between the outputs 

terminals; a DC source must power the inverter. The inverter switching has only one type 

of switching to be ensured (ZCS), which reduces switching losses [1]-[3]. In contrast to 

series compensation, parallel compensation is characterized by: 
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1. For: fs < 1, the circuit is inductive. 

2. For: fs > 1, the circuit is capacitive. 

3. For: fs = 1, the circuit is resistive. 

Figure 5 shows the schematic diagram of the parallel resonant Half-bridge inverter. 

Figure 6 shows the schematic diagram of the parallel resonant Full H-bridge inverter. 

 
Figure 5: Topology of Half-bridge parallel resonant inverter 

 
Figure 6: Topology of Full-bridge parallel resonant inverter 

Ⅰ.1.3 Series-Parallel resonant inverter (S-PRI) 

This topology is based on a series-parallel oscillating circuit type LLC formed by 

inductances and capacitors connected with the terminals of the load. This structure 

presents two resonance points and combines the advantages of the series resonant inverter, 
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such as Zero Voltage Switching (ZVS) and current gain. Furthermore, this topology has 

the advantage of Inverter Self-Protection [1], [4]. Figure 7 shows the topology of a Series-

Parallel resonant inverter (S-PRI) type half-bridge LCC. In this structure, the oscillating 

circuit consists of a capacitance Cs placed in series with a parallel resonant circuit. 

 
Figure 7: Topology of Half-bridge series-parallel LCC resonant inverter 

Figure 8 shows the topology of a Series-Parallel resonant inverter (S-PRI) type 

half-bridge LLC. This topology is composed of an inductance Ls placed in series with a 

parallel resonant circuit. 

 
Figure 8: Topology of Half-bridge series-parallel LLC resonant inverter 

Ⅰ.2 Classification of the modeling techniques of resonant inverters 

Develop an appropriate mathematical model of the resonant inverter is the first 

step in the control design, where the model may be derived from electrical laws or 
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experimental data. The model of a resonant inverter is usually elaborated from an analysis 

of the operating sequences, generally, a state model, continuous, non-linear, multi-

variable, and varying in time.  The dynamics of orders higher than the switching 

frequency due to disturbances and electromagnetic interactions are generally neglected. 

Various approaches have been proposed [5]-[8]. This section introduces the general 

average model, the average generator model, the average state model method, and small-

signal approach representations. 

Ⅰ.2.1 The general average model 

The General Average Model (GAM) is a flexible generalization of linear 

regression. GAM generalizes linear regression by providing the linear model to be related 

to the variable response via a relationship function and by allowing the magnitude of the 

variance of each measure to be a function of its expected value. The generalized average 

model is applied specifically to converters having one or more alternating stages (s). It 

makes the relationship between the dynamics of alternating and continuous variables. As 

in general, the modeling is conducted only with fundamentals and average values, so let's 

limit ourselves to harmonics of rank (k=1) and average values (M=0). Therefore, in this 

modeling technique, the period T is supposed to be constant or varies slightly in time [9], 

[10]. 

Ⅰ.2.2 The average generator model 

The average generator model method (AGM), which is also called the 

VORPÉRIAN model [11], [12], aims to find an equivalent circuit in the average regime of 

the converter. The principle consists of replacing the power switches with dummy 

generators; a generator is either a voltage source or a current source depending on the 

topological position of the corresponding switch over a switching period [7], [13], [14]. In 

this context, the average generator model is a good compromise between complexity, 

computation time, and acceptable accuracy for studying simple power electronics systems. 

However, this technique becomes excessively difficult for the complex converters when 

the structures of the converters are complexes and their control involves complicated 

mathematical expressions. 
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Ⅰ.2.3 The average state space model 

The principle of the state-space averaging model is based on the expression of the 

state model for each state of the control vector U(t). This method offers a systematic 

approach that makes it easy to implement. Compared to the average generator technique, 

the average state model method is a standardized or even systematized modeling approach 

that applies to a wide variety of high-frequency switching topologies. The state-space 

averaging model consists of two steps. In the First step, the elementary state models 

corresponding to the different stable configurations of the converter. Second step: The 

average state model will be deduced by a linear combination of the previous models. The 

weighting of each elementary model is related to its duration of appearance of a switching 

period [8], [13]. 

Ⅰ.2.4 The small-signal model 

The average and large-signal techniques previously discussed are non-linear 

models. Therefore, they can't be used to synthesize a continuous or a sampled linear 

regulator of the studied system. In this context, it is necessary to build a linearization of 

the model called the tangent model, valid around an operating point. These models make it 

possible to get rid of non-linearity problems. The construction of such models requires a 

Taylor series development limited to the first order. The resulting model is linear, 

invariant in time, and regulates the inverter's dynamic behavior in a small variation regime 

around its equilibrium point. The small-signal model offers the possibility to design 

various linear control methods [15]-[17]. 

Ⅰ.3 Topologies of single-phase multilevel inverters 

Recently, the multilevel inverter has been proposed for many industrial 

applications; there are conventional categories of single-phase multilevel inverters and 

novel technologies of single-phase multilevel inverters. 

Ⅰ.3.1 Conventional categories of single-phase multilevel inverters 

There are three conventional categories of single-phase multilevel inverters in 

applied power engineering fields: cascaded H-bridge, neutral point clamped, and flying 

capacitor. The diode-clamped multilevel inverter, also known as the neutral-point clamped 

(NPC) multilevel inverter, was first presented in 1981 by A.Nabae and H. Akagi. The 
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capacitor clamped, also known as flying capacitor multilevel inverter, was first introduced 

in 1992 by T.A. Meynard and H. Foch. The cascaded multilevel inverter was first 

proposed in 1975 by Baker Richard H. and Bannister Lawrence H. [18]. 

Ⅰ.3.1.1 Diode Clamped Multilevel Inverter 

Figure 9 shows the N-level diode clamped structure. The topology uses series 

switching devices and series capacitors to generate multiple voltage levels. The inner 

voltage points are clamped by the two extra diodes. The clamping diode needs different 

voltage ratings for different inner voltage levels. N-level diode clamped inverter has: 2(N–

1) power electronic switches, 2(N–2) clamped diodes, (N–1) DC-link capacitors, where 

the voltage across each DC-link capacitor = (Vdc/ N-1), and Vdc is the DC-link voltage 

[18]. 

 
Figure 9: One leg of an NPC inverter has N-levels output voltage 

Figure 10 shows the five-level diode-clamped inverter topology. In the five-level 

circuit, the DC-bus voltage is split into five levels by four series- DC-link capacitors, C1, 

C2, C3, and C4. For DC bus voltage (VDC), the voltage across each capacitor is (VDC/4). 

The key components are (D1, D1’), (D2, D2’), and (D3, D3’). These diodes clamp the 

switch voltage to a quarter or half of the DC-link voltage. For output voltage level (Vo = 

VDC/2), turn on all upper switches (S1–S4). For output voltage level (Vo = VDC/4), turn on 
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three upper switches (S1–S3) and one lower switch S4’. For output voltage level (Vo = 0), 

turn on two upper switches (S1–S2) and two lower switches (S3’–S4’). For output voltage 

level (Vo = -VDC/4), turn on one upper switch (S1) and three lower switches (S2’–S4’). 

For output voltage level (Vo = -VDC/2), turn on all lower switches (S1’–S4’). 

 
Figure 10: Topology of five-level NPC inverter 

 

Ⅰ.3.1.2 Flying Capacitor Multilevel Inverter 

Figure 11 shows the N-level flying capacitor structure. The structure of the flying 

capacitor inverter is similar to the NPC inverter except that instead of using clamp diodes, 

capacitors are used instead of clamp diodes to act as floating voltage sources from which it 

derives the name floating capacitor inverter. N-level flying capacitor inverter has: 2(N – 1) 

power electronic switches, (N – 2) floating capacitors, (N – 1) DC-link capacitors, where 

the voltage across each DC-link capacitor = (VDC/ N-1) [18]. 
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Figure 11: One leg of an FC inverter has N-levels output voltage 

Figure 12 shows the five-level flying capacitor inverter topology. In the five-level 

circuit, the DC-bus voltage is split into five levels by four series- DC-link capacitors, C1, 

C2, C3, and C4. For DC bus voltage (VDC), the voltage across each capacitor equal to 

(VDC/4). 

 
Figure 12: Topology of five-level FC inverter 
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Ⅰ.3.1.3 Cascade H Bridge Multilevel Inverter 

The N-level cascaded H-bridge inverter has: 2(N – 1) power electronic switches, 

((N–1)/2) DC source [18]. Figure 13 shows the 5-level cascaded H-bridge structure. 

 
Figure 13: Topology of five-level cascaded H-bridge inverter 

Ⅰ.3.2 Emerging technologies of a single-phase multilevel inverters 

Emerging inverters attracted a lot of attention from researchers, especially with the 

increasing demand of electrical energy. There are many advanced topologies [19]. The 

recently discussed topologies in the literature are mentioned in this section. 

Ⅰ.3.2.1 Modular multilevel inverters 

The modular multilevel inverter is an interesting topology for High-quality, high-

power applications due to simplicity and easy control. Also, using the High-switching 

modulation technique for driving the modular multilevel inverter is quite simple and offers 

many advantages; a historical review of the modular multilevel inverter is presented in 

[20]-[21]. The connection of Half-bridges or Full-bridges in cascade is the most preferred 

method for designing a modular multilevel inverter. 

Ⅰ.3.2.2 Reduced device count multilevel inverters 

Recently decades, this structure is developed to overcome the conventional 

inverters problems, and the purpose is to achieve specified-levels output voltage using less 
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number of power electronic components (less number of switching devices, less number 

of gate drivers, less number of DC power supplies, less number of power 

capacitors,…etc.) [18], [22]. Figure 14 shows an example of a single-phase reduced 

device count multilevel inverter, composed of 10 MOSFETs switches, 04 DC power 

supplies, and ten gate drivers. The values of DC-link voltages are 1:2:3:4, and the 

maximum synthesized voltage equals 21-Levels [18]. 

 

Figure 14: 21-levels inverter structure with less number of devices 

Ⅰ.3.2.3 Single source multilevel inverters 

Single source multilevel inverters are suitable for renewable and sustainable energy 

systems; this structure has many advantages over the Multiple-DC-Source multilevel 

inverter. The lower cost is one of the most benefits. For generating specified-levels 

voltages, the single source multilevel inverter is based on some DC-link capacitors.  The 

most critical challenges are the design of DC-link capacitors and control of 

charge/discharge [23], [24]. 

Ⅰ.3.2.4 Trinary Hybrid Multilevel Inverters (THMI) 

Trinary hybrid multilevel inverter (THMI) is a particular type of cascaded N-level 

inverter, where the values of DC-link voltages are 1:3:…:3a-1, a: is the number of Half-

bridges HBs. The maximum voltage achieved by this type of inverters is 3a [25]. Figure 15 

shows an example of single-phase THMI with 3-HBs. The values of DC link voltages are 

1:3:9, and the maximum synthesized voltage equals 33= 27-Levels. 
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Figure 15: 27-levels Trinary Hybrid Multilevel Inverter (THMI) structure 

Ⅰ.3.2.5 Softs witched multilevel inverters 

Switching is (turn-on/turn-off) of electronic devices; it plays a critical part in the 

power electronics field.  Soft-switching means reducing losses associated with the 

switching operation; it can be achieved during turn-on or turn-off or during both (turn-

on/turn-off). The differences between the switching types are shown in Figure 16. In (a): 

The hard switching is traditional; in this case, the switches are turn-off with a full-load 

current and turn-on with full-voltage; this type creates high power losses and heat of 

switches; this type can damage the power switches. (b): Soft-switching is a high-quality 

technique; its aim was to overlap the voltage and current waveforms using an external 

circuit. These techniques of soft-switching take their place in the emerging multilevel 

inverter because of the mentioned advantages, where many soft-switching control studies 

have been proposed [26]-[28]. 
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Figure 16: The switching of electronic devices. (a): Hard switching, (b): Soft switching. 

Ⅰ.3.2.6 Symmetrical and asymmetrical multilevel inverters 

Symmetrical and asymmetrical multilevel inverters have been developed for 

achieving a high-power and high-level voltage in electrical power systems. These 

inverters offer many advantages compared to the conventional 2-level inverters. There is 

one essential element for differences between the asymmetrical inverter from the 

symmetrical, i.e., DC sources. In the symmetrical multilevel inverter structure, the 

magnitude of the DC-link is identical for each source. However, in the asymmetrical 

multilevel inverter structure, values of DC links are unequal [29]. 

Ⅰ.4 Modulation Strategies for single-phase multilevel inverters 

The modulation is defined as a methodology or technique to generate the gating 

pulses for semiconductor devices; two operation modes exist, ON and OFF states. Under 

the ON state, the switch is in the saturation region (conducting mode). On the other hand, 

during the OFF state, the switch is in the cutoff region (stops conducting). The output 

voltage is proportional to the pulse width value, where the pulse width is the elapsed time 

between the rising and falling edges of a single pulse. In this section, the basic modulation 

strategies for single-phase multilevel inverters are mentioned. There are two types of 

modulation based on switching frequency, the fundamental-switching frequency 

modulation and the High-switching frequency modulation [30]. Figure 17 illustrates the 

classification of modulation strategies. 
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Figure 17: Modulation strategies of Multilevel Inverters 

Ⅰ.4.1 Fundamental frequency switching modulation 

The low-frequency modulation techniques based on the Fundamental-switching 

frequency (60 Hz or 50 Hz) are the most preferred methods for driving high-power 

multilevel inverters, such as nearest level (NL) modulation, space vector modulation, 

selective harmonic elimination (SHE) modulation, and optimal switching angles 

modulation [30], [31]. 

Ⅰ.4.1.1 Nearest level (NL) modulation 

Nearest-level modulation is a popular technique used in multilevel inverters; due to 

its flexibility and ease of implementation, it is suitable for any N-level inverter. The 

nearest level modulation is rounding the nearest voltage level, which compares the 

reference wave with inverter output voltage levels. For implementing this modulation 

technique, we can define three stages. (1): In the first stage, the reference wave is 

compared and sampled. (2): In the second stage, the result value is rounded near the 
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nearest voltage level. (3): Third stage, the design of the lookup table for switching the 

inverter.  Figure 18 illustrates the principle for working the NL technique. 

 

Figure 18: Nearest level modulation scheme 

Ⅰ.4.1.2 Space vector modulation (SVM) 

Space Vector Modulation (SVM) is a modulation technique used to apply a given 

voltage vector to a load. The principle of this technique is to determine the duty cycles for 

controlling the switches of an inverter and synthesize a required modulated output voltage 

without the use of a carrier waveform. SVM offers easy digital implementation and better 

performance of an optimal output voltage/current to reduce total harmonic distortion THD 

[32]. 
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Ⅰ.4.1.3 Selective harmonic elimination (SHE) 

The principle of the Selective harmonic elimination (SHE) technique is based on 

the calculation of switching angles for driving a multilevel inverter, thus are determined 

by solving a transcendental system of non-linear equations. Moreover, SHE requires many 

mathematical acknowledgments for solving non-linear equations, which is usually very 

difficult. Various approaches can solve the equations, including algebraic methods, 

Newton-Raphson (NR) algorithm, genetic algorithm (GA) … etc. The switching time 

required to achieve the desired switching angle is stored in the lookup table in the memory 

of the digital controller, and output pulses are generated using standard PWM modules. 

The complexity of SHE depends on the number of inverter levels [33]. 

Ⅰ.4.1.4 Optimal switching angle modulation 

Optimal switching angle modulation technique also called Optimized Harmonic 

Stepped Waveform (OHSW). The principle of the OHSW method is searching for the best 

switching angles to drive the multilevel inverter, with the primary objective of 

minimization of the total harmonic distortion or reduce specified order harmonics. The 

THD value can be established as an objective function and transcendental nonlinear 

equations. Various algorithms can be used to calculate the optimal switching angles, 

where the metaheuristic algorithms are proved their high effectiveness, including genetic 

algorithm (GA), Particle Swarm Optimization (PSO) [34]. 

Ⅰ.4.2 High frequency switching modulation 

The high-frequency modulation techniques based on the switching frequency 

(>1kHz) are popular methods for driving multilevel inverters, wherein these techniques 

have several switching angles at each level. The popular high-frequency modulation 

techniques are space vector pulse width modulation (SVPWM), selective harmonic 

elimination pulse width (SHEPWM) modulation, and Multi Carrier-based pulse width 

modulation (SPWM) [30]. 

Ⅰ.4.2.1 Space vector pulse width modulation (SVPWM) 

The principle of Space vector pulse width modulation (SVPWM) is the same as the 

low-switching SVM. Still, The SVPWM is very complex for multilevel inverters; the 

complexity is associated with the number of levels. SVPWM is high-quality modulation 
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because it enables efficient use of DC voltages. The most benefits of using this technique 

are the low THD and Low switching losses in high-frequency [32]. 

Ⅰ.4.2.2 Selective harmonic elimination pulse width modulation (SHEPWM) 

Selective harmonic elimination pulse width modulation (SHEPWM) is a high-

frequency modulation technique. The objective is to eliminate unwanted harmonics as the 

low switching SHE method, but SHEPWM is complex; there are many switching angles to 

be calculated. Each output level voltage has many switching angles in one period cycle 

[33]. 

Ⅰ.4.2.3 Multi Carrier based pulse width modulation (SPWM) 

Multicarrier PWM modulation is the popular technique to produce the gating 

pulses of the multilevel inverter. The principle of this technique is the comparison of 

reference waveform (generally sine wave) with carrier waveforms to produce the gating 

pulses. Multicarrier PWM modulation can generate a high-quality signal, where the output 

voltage/current waveform appears as close as the sinusoidal.  There are two types of 

Multicarrier PWM modulation depending upon the position of the carrier waveforms, 

namely: (1): Level shifted (LS-PWM). (2): Phase shifted PWM (PS-PWM). Also, there are 

three alternative PWM strategies for shifting of level: (a): Phase disposition (PD). (b): 

Phase opposition disposition (POD). (c): Alternate phase disposition (APOD) [32], [35]. 

(1): Level shifted (LS-PWM), in the LS-PWM technique, the carriers are equal in 

amplitude (peak to peak amplitude), same frequency, and phase, but they differ in their 

levels of biasing. (2): Phase shifted PWM (PS-PWM), in PS-PWM technique, the carriers 

are equal in amplitude and frequency, but they have phase differences with each other. (a): 

Phase disposition (PD), all carriers waveforms are in phase. (b): Phase opposition 

disposition (POD), all carriers waveforms above zero reference are in phase, and all 

carriers waveforms below the zero reference are 180 degrees out of phase. (c): alternate 

phase dispositions (APOD), all carrier waveforms (above and below zero) reference are 

180 degrees out of phase compared to their neighboring carrier [35]. Figure 19 illustrates 

the discussed 04 cases of Multicarrier PWM modulation techniques for a five-level 

inverter. (a): Phase shifted PWM (PS-PWM) modulation. (b): waveform of the Five-level 

output voltage using (PS-PWM). (c): Level shifted (LS-PWM) modulation based on Phase 

disposition (PD). (d): waveform of the five-level output voltage using (PD-LS-PWM). (e): 
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Level shifted (LS-PWM) modulation based on phase opposition disposition (POD). (f): 

waveform of the five-level output voltage using (POD-LS-PWM). (g): Level shifted (LS-

PWM) modulation based on alternate phase opposition disposition (APOD). (h): waveform 

of the five-level output voltage using (APOD-LS-PWM). 

 

Figure 19: Multicarrier PWM modulation techniques 

Ⅰ.5 Well known application fields of inverters 

Recently, the multilevel inverter has been proposed for many industrial 

applications and electrical systems, including the transmission of energy, robotic domain, 
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power supplies (PS) technologies, Wireless power transfer, AC motor drives, Emergency 

power supplies, HVDC transmission line, and Speed control of electrical machines. … etc. 

Ⅰ.5.1 Renewable energy systems 

The most renewable energy sources are solar energy, wind energy, hydro energy, 

geothermal energy, biomass energy. The multilevel inverter finds its diverse uses in most 

renewable energy systems as well as produces Direct Current (DC), which then needs to 

be converted to Alternating current (AC)  mode because most systems work in AC mode; 

this task of inverters [36]. Figure 20 shows solar panels with DC-DC-AC converter and 

batteries for household appliances. (1): Solar panels. (2): MPPT DC/DC converter and 

DC/AC converter regulator. (3): Battery. (4): Example of household appliances. 

 

Figure 20: Solar panels with DC-DC-AC converter and batteries for household appliances [15]. 

Ⅰ.5.2 Applications related to the transport sector 

An inverter is a device used to convert direct current DC into alternating current 

AC; it can adjust the speed of motors by controlling the frequency of the alternating 
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current. So, the inverter is suitable for transport applications, electric vehicles, railway 

transport such as TGV or tramways [37]. 

Ⅰ.5.3 Distributed generation systems (DGS) 

The distributed generation systems (DGS), also known as district/decentralized 

energy systems. Distributed generation means a combination of various technologies that 

generate electricity at or close to the location of its use. The common DGS include solar 

panels, small wind turbines, fuel cells, DC-DC converters, DC-AC converters, Filters.  

DC-AC converter plays a significant role in the DG system. The DGS has been attracted a 

lot of attention from researchers because of its advantages, such as stability of electrical 

energy production, fewer power losses, and less cost compared to centralized generation 

systems [38]. 

Ⅰ.5.4 Industrial manufacturing process 

The multilevel inverter is suitable for many industrial applications, and some 

examples include induction heating systems, heat treatment of metals by melting and 

welding [39]. Also, the multilevel inverter can be used in robot arm drive, pumps, 

compressors, conveyors, extruders, crushers, fans, grinding, mixers, rolling mills, mine 

hoists [40], [41]. 
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PART. Ⅱ Overview about controller actions and control techniques for 

power electrical systems 

Ⅱ.1 Classification of controller actions for closed-loop systems 

Controllers are a fundamental part of control engineering; it aims to reduce the 

difference between the actual value and the desired value of the system, there are 03 main 

controller actions and other type actions can be designed based on these mains. With the 

correct design of the converter elements, PI controller has been widely used in the industry 

for its simplicity and low cost. Each controller action has a specific use case. You cannot 

just insert any controller type at any system and expect good results; there are some 

conditions that must be respected. 

Ⅱ.1.1 The proportional (P) action controller 

Proportional action refers to the term given to a controller's action when the output 

signal is proportional to the difference between the desired and measured values. The 

proportional controller can reduce the steady-state error, reduce the rise time, have small 

effects on settling time, and increase the overshoot. The proportional controller has one 

adjustable parameter, i.e. Kp. If (Kp is small) then (the controller is sluggish), else (the 

controller is aggressive). The aggressive controller is causing the oscillation of the system. 

The sluggish controller is causing the lags and dead time. The transfer function of the 

proportional (P) action controller is: G(s)=Kp [42], [43]. 

Ⅱ.1.2 The integral (I) action controller 

The integral (I) action controller makes it possible to consider the control history of 

the system by performing the integral of the variation of the difference between the 

measured output and the set-point over time. An integral controller can decrease the 

steady-state error that occurs with a proportional controller, decrease the rise time, 

increase the overshoot, increase the settling time. Integral (I) control action is expressed 

with transfer function as follows: G(s)=Ki/s [44], [45]. 
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Ⅱ.1.3 The derivative (D) action controller 

The derivative (D) controller action makes the system more stable. It can make a 

small change to the rise time, decrease the settling time, and decrease the overshoot, but it 

does not affect the steady-state error. Derivative action cannot be used by itself. The 

transfer function of the derivative (D) action controller is: G(s)=KDS [46]. 

Ⅱ.1.4 Other types of controller actions PI, PD, PID, I-PD, PI-PD, PIλ, PIλDδ 

Proportional, integral, and derivative controller actions are used both singly and in 

combination with each other. Other types of controller actions can be implemented, such 

as PI, PD, PID, I-PD, and PI-PD controllers [47], [48]. Furthermore, fractional-order 

controllers PI
λ, PI

λ
D
δ are based on the fractional calculus. Fractional calculus is a purely 

mathematical problem dealing with integrals and derivatives of non-integer orders. The 

modeling of natural physical systems by differential equations based on fractional 

derivatives is becoming the focus of many studies. Developing efficient methods to solve 

these equations numerically has been getting more and more attention during recent years. 

Various methods based on Grünwald-Letnikov, Caputo, or Riemann-Liouville definitions 

have been suggested and investigated. The simulation and the implementation of a 

fractional-order physical system require its approximation by a transfer function of 

integer-order finite-dimension. In recent years, several approximation methods have been 

developed using continuous rational models, including Carlson's approach, Oustaloup's 

method, Matsuda's method, Charef's method. In 1999, Podlubny proposed a Fractional 

Order Proportional Integral Derivative FOPID to improve the controller actions 

performances by adding two extra real parameters, α to the integral-action controller and β 

to the derivatives-action controller [49], [50]. 

Ⅱ.2 List of a popular classical-control techniques 

Classical-control techniques have been widely used for its simplicity and low cost. 

These Classical techniques require a full knowledge of the model for good efficiency and 

maintain control performance in the case of small variations in the nominal values of the 

system elements [51]. 

Ⅱ.2.1 The Ziegler-Nichols method 

In the industry, Ziegler-Nichols (Z-N) method is the most known and the most 
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widely used method for tuning of controllers, also known as an ultimate gain tuning 

method; Ziegler and Nichols first proposed it in 1942. The Z-N method is based on the 

trial-and-error principle. The advantage of the Z-N method is that it’s performant and easy 

for simple process control. The disadvantages of this technique are: tuning quality is very 

sensitive to the non-linearities of the system, computing time because the principle is trial 

and error calculation [52], [53]. 

Ⅱ.2.2 The Cohen-Coon method 

The Cohen-Coon method is based on the Z-N method, with uses of more 

information from the system to tuning the controller parameters. This method has 

significantly better control performance compared to Z-N method [52]. 

Ⅱ.2.3 Internal Model Control (IMC) technique 

The internal Model Control (IMC) technique is a well-known and widely used 

method for tuning controllers in the industrial process. Morari and Garcia have developed 

IMC in 1982. The IMC presents a methodology for designing Q-parameterized controllers. 

Note that the Q-parameterization concept plays an essential part in the design of many 

modern control techniques. IMC technique has acceptable performance for controlling the 

common processes but requires a sufficiently accurate system model [54], [55]. 

Ⅱ.2.4 Coefficient Diagram Method (CDM) 

In dynamic system control, the coefficient diagram method (CDM) is an algebraic 

approach used to design the controller parameters; Prof. Shunji Manabe developed this 

method in 1991 [56]. The most considerable advantages of the CDM technique are: (1): 

Straightforward and easily understandable. (2): Useful method for control any system. (3) 

There are relations between the desired performances (the time response, stability, and 

robustness) and the coefficients of the controller polynomials; for this reason, this 

technique can be combined with any optimization search algorithm for adjusting the 

controller parameters. In literature, many control systems have been designed successfully 

using the coefficient diagram method. 

Ⅱ.3 List of a popular advanced-control techniques 

In literature, many advanced-control techniques have been proposed to improve the 
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efficiency of systems and to overcome the problem of finding the optimal values of the 

classical-control techniques under real operating conditions. Robust control, adaptive 

control, predictive control and fuzzy logic control techniques are commonly utilized to 

handle modeling parameter uncertainties and changing system properties [50], [57]. Also, 

the genetic algorithm [58], a Single Memory Neuron (SMN) to adapt parameters of the 

PID [59], Robust adaptive PI controller [60], PI controller optimization through various 

metaheuristic algorithms [61], a hybrid particle swarm optimization and gravitational 

search algorithm (PSO–GSA) to tune the parameters of (PI) controller [62], Fuzzy logic 

[63], Artificial Neural Networks for the PID using a single neuron [64] and others. 

Ⅱ.3.1 Adaptive techniques 

The high-quality techniques for designing control systems are based on a good 

analysis of the system under various step changes and disturbances of its environment. In 

the control theory area, adaptive is one of the advanced control techniques; adaptive 

controls denote the ensemble of methods allowing the real-time automatic adjustment of 

the controller parameters. There are several schemes for designing an adaptive control 

system, yet for the same aim, to achieve or maintain a desired level of performance by 

making the model output follow the desired trajectory. Adaptation occurs at the level of 

the controller parameters (adjustments of parameters) or directly at the level of the 

command signal to satisfy or enhance a predefined performance index through an 

adaptation mechanism [57], [60]. 

Ⅱ.3.2 Model Predictive Control (MPC) techniques 

The Model Predictive Control (MPC) techniques are well-known and widely 

accepted methods for process control in the industry. In the MPC technique, the model of 

the system is required to predict the future behavior of the variables, where the predictions 

are evaluated using a configured cost function for obtaining the future control actions. The 

most popular MPC techniques are Generalized Model Predictive Control (GMPC), 

Explicit Model Predictive Control (EMPC), Optimal Switching Vector MPC (OSV-MPC), 

Optimal Switching Sequence MPC (OSS-MPC). Model predictive techniques are 

beneficial for multivariable processes, and it is also found wide acceptance for treating 

dead time of systems. As a drawback, some predictive model techniques are complex for 

their formulation and implementation design; also, MPC is sensitive to errors of the 
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process model [55], [57], [65]. 

Ⅱ.3.3 Intelligent control techniques 

Intelligent control techniques use various Artificial Intelligence (AI) computing 

approaches to control a dynamic system. Currently, Intelligent control techniques received 

many attentions of researcher because there advantages and benefices for process control. 

Intelligent control techniques have good performance and maintain control performance in 

the case of large variations. In literature, many techniques have been proposed, the popular 

are: artificial neural networks, fuzzy logic, genetic algorithms [66]-[68]. 

Ⅱ.3.4 Swarm intelligence and optimization algorithms 

Swarm intelligence and optimization algorithms are part of the artificial 

intelligence (AI) area. These AI algorithms are used in huge applications domain because 

there advantages, like the high efficiency for solving complex and non-linear systems, 

decentralized and robust control because the objective is always completed, and these 

techniques do not require the order of execution. In the control theory, the (AI) techniques 

guide the search process; it aims to find the optimal parameters for controlling a system 

with an efficient exploration of the defined search space. In the literature, we can find 

many developed algorithms as Particle Swarm Optimization (PSO), Bat Algorithm (BA), 

Ant Colony Optimization (ACO), Grey Wolf Optimizer (GWO), Artificial Bee Colony 

(ABC), Salp Swarm Algorithm (SSA), and Gravitational Search Algorithm (GSA) [69], 

[70]. 

Ⅱ.3.5 Hybrid advanced techniques 

Hybrids advanced techniques refer to the combination of the previous intelligence 

methods and techniques. Hybrids advanced techniques are preferment and optimal control 

techniques; it combines the advantages of the used algorithms and techniques. In 

literature, many Hybrid advanced techniques have been proposed; the popular are Neuro-

fuzzy algorithms, Adaptive neural network control, a hybrid particle swarm optimization 

and gravitational search algorithm (PSO–GSA), fractional-order controller based on 

swarm intelligent technique like the PIλDδ-based on PSO control technique, PIλDδ-based 

on GWO control technique, PIλDδ-based on GA control technique [71]-[73]. 
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2.4 Positioning of our work according to the state of the art 

The literature review permitted us to select: (1): The five-level inverter topology 

with a low number of switching devices. (2): a series resonant RLC circuit for 

implementing a new converter, i.e. the five-level series resonant inverter. (3): Small signal 

modeling for the mathematical presentation of the inverter. (4): The selective harmonic 

elimination (SHE) for the modulation strategy. (5): The CDM method, the adaptive 

technique, the fractional-order controller (PI
λ) based on GA, and the fractional-order 

controller (PI
λ) based on PSO algorithm are selected control techniques for implementing 

the proposed small-signal model of the five-level series resonant inverter. We discussed 

the selected topology, the modulation strategy, the small-signal modeling, and the 

different control techniques in detail in the next chapters. 

(1): Criteria for choosing a five-level topology: The half-bridge and Full-bridge 

are the conventionally implemented topologies of resonant inverters. In our study, we 

have chosen a multilevel topology for implementing resonant inverter, i.e., the five-level 

reduced switches topology. The five-level inverter topology with a reduced number of 

switches is an emerging type of multilevel inverter (MLI) with several advantages 

compared to conventional topologies. The benefits include the low THD and the low total 

standing voltage TSV; complementary switches can also increase the voltage easily. 

(2): Criteria for choosing a series resonant circuit: As mentioned in state of the 

art, there are 03 basic types of the resonant circuit: the series, the parallel, and the series-

parallel. In the series resonant type, the controllable state is the output capacitor voltage; 

in the other part, the controllable state is the current in the parallel and series-parallel 

types. Moreover, the resonance is an attractive physical phenomenon, where the 

controllable state will be amplified, so the experimental implementation of a resonant 

circuit requires a specified efficiency and quality of power electronic components, 

capacitance, and inductance. In our study, we are choosing the series resonant inverter 

because we are limited with the available equipment’s and electronic components for the 

experimental tests, where the work with a voltage-mode control using the controllable 

state “voltage” is easy compared to the work with a current-mode control using the 

controllable state “current”. 

(3): Criteria for choosing small-signal modeling: The resonant inverters, 
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including our proposed five-level series resonant inverter, are special converters types. 

The analysis and the modeling of the resonant converter are not easy. On the other hand, a 

small-signal technique transforms the non-linear model of the circuit to a large signal 

model and then linearizes around an operating point. After that, the developed small-

signal model will be validated in frequency and time domains. So, the small-signal 

technique is a very efficient and practical method for generating a linear time-invariant 

(LTI) model of any non-linear circuit. The validation step of the LTI model concludes the 

accuracy of the small-signal technique. 

(4): Criteria for choosing the selective harmonic elimination (SHE) 

modulation: selective harmonic elimination is a popular modulation strategy; we use SHE 

to eliminate the third-order harmonic because of their drawback and influence in the 

system. The third-order harmonic is the most unwanted harmonic order because it is 

responsible for the over-current generation and overheating of the circuit. 

(5): Criteria for choosing the control techniques: Based on the literature 

overview, we suggest the following control methods: the Coefficient Diagram Method 

(CDM), the Model Reference Adaptive Control (MRAC), the GA-based PIλ controller, the 

PSO-based PIλ controller. The CDM and MRAC methods are easy and simple methods, 

which proved their efficiency, stability, and usability in several closed-loop systems. The 

two methods require the known of the plant model for design the control system. The 

control methods based on the intelligent algorithms are advanced control techniques that 

provide high-performances; they can be implemented with less information about the plant 

and do not require the plant model for tuning the control parameters. Currently, the 

intelligent algorithms are very interesting and effective methods for solving many simple 

or complex optimization problems in several subject areas. The GA and PSO are the 

popular algorithms as shown in Tables 1, 2 and Figures 19, 20. 

On Wednesday, October 27, 2021, A.E. Toubal Maamar was granted access to 

Scopus-Elsevier database by CERIST-SNDL for searching of the sentences “genetic 

algorithm; ant colony algorithm; particle swarm optimization; simulated annealing; 

differential evolution; artificial bee colony; firefly algorithm; harmony search, cuckoo 

search; jaya algorithm; grey wolf optimization”, where the search was done within article 

title option and the data are selected from 1990 to 2021. In several subjects’ areas, the 

Scopus database shows 64929 document results use the sentence “genetic algorithm”, 
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5413 document results use the sentence “ant colony algorithm”, 24928 document results 

use the sentence “particle swarm optimization”, 8080 document results use the sentence 

“simulated annealing”, 9564 document results use the sentence “differential evolution”, 

3692 document results use the sentence “artificial bee colony”, 2121 document results 

use the sentence “firefly algorithm”, 2099 document results use the sentence “harmony 

search”, 2038 document results use the sentence “cuckoo search”, 841 document results 

use the sentence “grey wolf optimization”, 369 document results use the sentence “jaya 

algorithm”. Table 4 illustrates the data of algorithms from 1990-2021, and Figure 21 

shows a line graph based on the extracted data. 

Table 4: Data of some popular algorithms from 1990-2021 

Year GA ACA PSO SA DE ABC FA HS CS JA GWO 

2021 2417 230 1467 305 570 256 227 104 205 74 210 
2020 3134 353 1808 326 678 364 240 157 274 106 232 
2019 3190 349 1890 338 773 418 307 143 283 81 173 
2018 3025 301 1655 349 737 406 307 171 306 67 127 
2017 2759 276 1590 302 629 335 227 159 259 30 55 
2016 2800 268 1536 319 689 360 237 195 230 11 32 
2015 2689 257 1533 323 671 336 191 181 192 0 12 
2014 3058 350 1703 330 679 329 170 191 140 0 0 
2013 3136 379 1607 343 742 330 124 188 85 0 0 
2012 3377 395 1831 363 672 269 57 179 39 0 0 
2011 3429 362 1624 396 641 185 24 137 19 0 0 
2010 3614 478 1745 373 562 71 7 135 3 0 0 
2009 3438 394 1564 372 439 25 2 87 1 0 0 
2008 3084 341 1126 327 300 3 1 26 0 0 0 
2007 2793 193 862 286 203 4 0 17 0 0 0 
2006 2895 214 687 303 161 0 0 7 0 0 0 
2005 2457 116 364 283 94 0 0 7 0 0 0 
2004 2207 80 194 224 61 0 0 2 0 0 0 
2003 1738 35 72 166 48 0 0 1 1 0 0 
2002 1494 29 44 168 34 0 0 2 0 0 0 
2001 1293 4 8 171 34 0 0 3 0 0 0 
2000 1252 4 5 187 30 0 0 0 0 0 0 
1999 1117 3 5 170 20 1 0 1 0 0 0 
1998 1040 2 6 160 15 0 0 0 0 0 0 
1997 888 0 1 158 15 0 0 1 0 0 0 
1996 880 0 0 207 10 0 0 1 0 0 0 
1995 704 0 1 158 15 0 0 0 0 0 0 
1994 493 0 0 165 10 0 0 2 0 0 0 
1993 270 0 0 150 11 0 0 0 0 0 0 
1992 139 0 0 136 10 0 0 2 1 0 0 
1991 87 0 0 121 7 0 0 0 0 0 0 
1990 32 0 0 101 4 0 0 0 0 0 0 

Genetic Algorithm (GA), Ant Colony Algorithm (ACO), Particle Swarm Optimization (PSO), Simulated Annealing (SA), Differential 

Evolution (DE), Artificial Bee Colony (ABC), Firefly Algorithm (FA), Harmony Search (HS), Cuckoo Search (CS), Jaya Algorithm 

(JA), Grey Wolf Optimization (GWO). 
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Figure 21: Line graph based on the data of some common algorithms 

Table 5 illustrates the total data of some popular algorithms from 1990-2021, and 

Figure 22 shows a pie chart based on the total extracted data. 

Table 5: The total data of some popular algorithms from 1990-2021 

total GA ACA PSO SA DE ABC FA HS CS JA GWO 

1990-2021 64929 5413 24928 8080 9564 3692 2121 2099 2038 369 841 

 

Figure 22: Pie chart based on the total data of some common algorithms 
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From the line graph and pie chart of the algorithm’s data, we can obviously note 

that the genetic algorithm and particle swarm optimization are the popular optimization 

algorithms. Please, go to chapter 5, part c, to have an idea and know why these algorithms 

are popular in the evolutionary computation domain. 

2.5 Summary 

This chapter was focused on the literature review about resonant inverters' 

topologies and their modeling methods. Also, the conventional and emerging multilevel 

inverter topologies and the popular modulation strategies have been discussed. Then, some 

applications of multilevel inverters were given to highlight the industrial applications. The 

resonant inverters' topologies can be divided into three main categories: the resonant 

circuit, series, parallel, and series-parallel. The series resonant inverter is the simplest 

topology that generates multiple voltage levels with high-efficiency quality based on 

recent research. There are several modulations strategies for implementing multilevel 

inverters, classified into the low-frequency switching modulation strategies and the high-

frequency switching modulation strategies. The SHE is a low-frequency modulation 

strategy, has many advantages, including the simplest, and allows the user to 

simultaneously control the inverter and eliminate unwanted harmonics. On the other hand, 

an overview of controller actions and control techniques for electrical power systems has 

been discussed. P, I, and D are the main controller actions, and other types of actions can 

be designed based on these 03 mains. The control techniques are divided into classical-

control and advanced-control techniques based on their performances and efficiencies. 

The most classical-control techniques require complete knowledge of the system model 

and maintain control performance in the case of small variations in the nominal values of 

the system elements. If the material properties vary significantly during a line scan, the 

controller performance can become inadequate or unstable. Many advanced-control 

techniques have been proposed to improve the efficiency of systems. Controller actions-

based intelligent technique is an excellent hybrid method for the control of systems 

because of their advantages. 
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CHAPTER 3 ANALYSIS OF THE PROPOSED FIVE-LEVEL 
SERIES RESONANT INVERTER  

3.1 Introduction 

nalysis, modeling, and controller design are the three main processes 

for developing any power system converter. Here, in this chapter, we 

will mainly focus on analyzing the proposed five-level series resonant 

inverter. The resonant inverter is usually analyzed using electrical lows as Kirchhoff’s 

laws. 

First, the physical phenomena: resonance is defined to explain what happens in this 

phenomenon and how it is achieved. Next, the three operating modes based on resonance-

frequency of a series resonant circuit are discussed, and characteristics of a series resonant 

circuit. Furthermore, a description of the proposed Five-level series resonant inverter is 

presented. The electrical circuit, the switching configuration, and the simplified circuit of 

the system with the state-space model are given. Eventually, the fundamental electrical 

quantities for controlling the system are compared, the voltage quantity, the frequency 

quantity, and the switching-angles quantity. 

3.2 The physical phenomena: resonance 

In nature, the energy of a system exists in many different forms, including 

Mechanical Energy, Chemical Energy, Gravitational Energy, Electrical Energy,….etc. 

Each form can be converted or changed into other forms. Figure 23 shows energy 

conversion between two forms. Resonance is a physical phenomenon, occurs when a 

system can store and transfer energy between two or more different storage modes, such 

as kinetic and potential [1]. When a system has functioned near a resonance frequency, 

maximum physical characteristics can be obtained (current, voltage, or power). Inductance 

and capacitor are the popular used components in resonant circuits because they can store 

energy in kinetic and potential forms, respectively. At resonance, the inductive reactance 

equals the capacitive reactance (XL=XC), so the effects of the reactances are canceled in the 

system [2]. 

A 
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Figure 23: Diagram of the energy conversion and flow between two forms 

3.3 Operating modes of a series resonant circuit 

Based on the resonant frequency, three operating modes can be achieved, operation 

below the resonance frequency, operation above the resonance frequency, and operation at 

resonance frequency [3]. Figure 24 resumes the three operating modes of the series 

resonant circuit. 

 
Figure 24: The bandwidth of current versus switching-frequency 
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3.3.1 Operation below the resonance frequency 

In this operation mode, the inverter switching-frequency (fs) is inferior to the 

resonant circuit frequency (f0). The series resonant circuit (RLC) is operating as a 

capacitive circuit. The current waveform leads the voltage waveform by a phase angle 

equal to θ° because, in this operating mode, the capacitive reactance (XC) is superior to the 

inductive reactance (XL), (XC>XL). Figure 25 illustrates the current and voltage waveforms 

of the series resonant circuit (RLC) in the operating mode: Below the resonance frequency 

(fs <f0). 

 

Figure 25: Current and voltage waveforms for operating mode: Below the resonance frequency (fs <f0). 

3.3.2 Operation above the resonance frequency 

In this operation mode, the inverter switching-frequency (fs) is superior to the 

resonant circuit frequency (f0). The series resonant circuit (RLC) is operating as an 

inductive circuit. The current waveform lags the voltage waveform by a phase angle equal 

to θ° because, in this operating mode, the capacitive reactance (XC) is inferior to the 

inductive reactance (XL), (XC<XL). Figure 26 illustrates the current and voltage waveforms 

of the series resonant circuit (RLC) in the operating mode: Below the resonance frequency 
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(fs >f0). 

 

Figure 26: Current and voltage waveforms for operating mode: Above the resonance frequency (fs >f0). 

3.3.3 Operation at resonance frequency 

In this operation mode, the inverter switching-frequency (fs) equals the resonant 

circuit frequency (f0). The series resonant circuit (RLC) is operating as a resistive circuit. 

The current waveform is in phase with the voltage waveform because, in this operating 

mode, the capacitive reactance (XC) is equal to the inductive reactance (XL), (XC=XL).  

Figure 27 illustrates the current and voltage waveforms of the series resonant circuit 

(RLC) in the operating mode: At the resonance frequency (fs = f0). 



CHAPTER 3 ANALYSIS OF THE PROPOSED FIVE-LEVEL SERIES RESONANT INVERTER. 

 

43 
 

 
Figure 27: Current and voltage waveforms for operating mode: At the resonance frequency (fs = f0). 

3.4 Characteristics of a series resonant circuit 

As mentioned in the above section 2, the inductance (L) and the capacitor (C) are 

the popular used components for realizing the resonant circuits; if these two components 

are associated in series with or without resistor (R), a series resonant circuit (RLC) is 

realized. The series resonant circuit can be used to model several physical phenomena, 

such as the induction heating process [4], the wireless power transfer systems [5]. This 

type of circuit is characterized by the resonance frequency and the power factor. 

3.4.1 Resonance frequency 

In the complex presentation, the series resonant circuit (RLC) is expressed by the 

impedance values of each component. I, U, ZR, ZL, ZC are the current, voltage, resistor 

impedance, inductor impedance, capacitor impedance, respectively [6].  The ohmic 

resistance, the inductance reactance, the capacitor reactance are R, XL, XC, respectively. 

Figure 28 shows the complex presentation of the series resonant circuit. Figure 29 shows 

the equivalent circuit of the complex presentation of the series resonant circuit. Z is the 

total impedance of the circuit; its unit is the ohm [Ω]. 
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Figure 28: The complex presentation of the series resonant circuit. 

 
Figure 29: Equivalent circuit of the complex presentation of the series resonant circuit. 

Where: 
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The total circuit impedance (Z) can be calculated using the voltage (U) and the 

current (I); it indicates the opposition made to the passage of the current (I) through the 

components of the circuit (RLC). Using Kirchhoff’s laws, the complex circuit equations 

can be developed as: 

 ( )R L C R L CU Z I Z I Z I Z Z Z I= + + = + +                                                                (1) 

 
j

U R jL I
C

ω
ω

 = + − 
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                                                                                                 (2) 

 
U

Z
I

=                                                                                                                                (3) 

Through the previous equations, we can calculate the total impedance (Z), the 

impedance module (Z), and the circuit current (I) of the series circuit (RLC) as: 
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From the circuit, if the value of the inductive reactance equals that of the 

capacitance reactance (XL = XC), we observe a resonance phenomenon, the effects of the 

reactance’s are canceled, and the total circuit impedance is equal to the resistance (Z=R). 

Therefore, the voltage applied to the circuit is equal to the voltage at the resistance. Also, 

the current in the circuit is at its maximum and the voltage at the capacitor and inductance 

are also at their maximum because the resonance impedance is at a minimum value. 

   L CX X=                                                                                                                             (7) 

 0
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ω

ω
=                                                                                                                       (8) 
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0 1LCω =                                                                                                                          (9) 

 0
1
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ω =                                                                                                                      (10) 

The resonance frequency of the series resonant circuit (RLC) is determined by the 

product of the inductance and the capacitance with the following relationship: 

 0
1

2
f

LCπ
=                                                                                                                 (11) 

3.4.2 Quality factor 

From the resonance frequency equation, it is noted that different values of (L) and 

(C) can give the same resonance frequency respecting the resonance condition (XL = XC), 
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so the series resonant circuit (RLC) is characterized by a quality factor (Q) at the 

resonance. The quality factor is determined by the division of the inductance or 

capacitance and the resistance with the following relationships:  
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3.5 Description of the proposed Five-level series resonant inverter 

In this section, the proposed Five-level series resonant inverter structure is 

discussed, where the electrical circuit, the operating principle, and simplified electrical 

circuit are given, respectively. 

3.5.1 The electrical circuit 

The Five-level inverter topology consists of six electronic switches and two 

separate DC sources; if compared with the conventional topology of cascaded five-level 

H-bridge inverter, this structure consists of fewer switches [7]. Figure 30 illustrates the 

electrical circuit of the proposed series resonant five-level inverter. This inverter can 

produce five different voltage levels: +Vdc, +2Vdc, 0, -Vdc, and -2Vdc with the appropriate 

switching angles technique. 
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Figure 30: Circuit of the five-level series resonant inverter. 

3.5.2 The switching devices configuration 

Figure 31 shows the desired output voltage waveform of the five-level inverter, 

where in a complete switching period (T) there are 12 switching transitions. 

 
Figure 31: The desired Five-level output voltage: full-waveform. 

Figure 32 illustrates the equivalent circuits for producing the desired five-level 

voltages. The output voltage (Vo = URLC = 0) as shown in Figure 32(a), the switch (S2 and 

S4) are closed, and switches (S1, S3, S5, S6) are opened, in this scenario (Vo = 0), the 
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positive current circulates in the components (S4 and D2) and the negative current passes 

in the components (D4 and S2). Figure 32(b) shows the scenario (Vo = +Vdc), in this 

situation (S1, S4, S6) are closed, and the switches (S2, S3, S5) are opened, the positive output 

current across (S4, D6, and S1) components, and the negative current passes through (D4, 

S6, D1) components. Figure 32(c) shows the scenario (Vo = +2Vdc), in this situation (S1, S4, 

and S5) are closed, and the switches (S2, S3, S6) are opened, the positive current circulates 

through (S4, S5, and S1) components, and the negative current circulates in (D4, D5, and D1) 

components. Figure 32(d) shows the scenario (Vo = -Vdc), in this situation (S2, S3, and S6) 

are closed, and the switches (S1, S4, S5) are opened, the positive current circulates in the 

components (S3, D6, and S2) and the negative current passes in the components (D3, S6, and 

D2). Figure 32(e) shows the scenario (Vo = -2Vdc), in this situation (S2, S3, S5) are closed, 

and the switches (S1, S4, S6) are opened, the positive output current across (S3, S5, and S2) 

components, and the negative current passes through (D3, D5, and D2) components. Figure 

32(f) shows the scenario (Vo = 0), in this situation (S1 and S3) are closed, and the switches 

(S2, S4, S5, S6) are opened, the positive current circulates through (S3 and D1) components, 

and the negative current circulates in (D3 and S1) components.  

Table 6 shows the summary of the switching modes of the five-level inverter 

topology. 

Table 6: Switching states of the five-level inverter topology 

Interval Vo ON Switches OFF Switches 

[0, θ1] 0 S2, S4 S1, S3, S5 S6 
[θ1, θ2]

 +Vdc
 

S1, S4, S6
 

S2, S3, S5
 

[θ2, π/2] +2Vdc S1, S4, S5 S2, S3, S6 
[π/2, θ3] +2Vdc S1, S4, S5 S2, S3, S6 
[θ3, θ4] +Vdc S1, S4, S6 S2, S3, S5 
[θ4, θ5] 0 S2, S4 S1, S3, S5 S6 
[θ5, θ6] -Vdc S2, S3, S6 S1, S4, S5 

[θ6, 3π/2] -2Vdc S2, S3, S5 S1, S4, S6 
[3π/2, θ7] -2Vdc S2, S3, S5 S1, S4, S6 
[θ7, θ8] -Vdc S2, S3, S6 S1, S4, S5 
[θ8, 2π] 0 S1, S3 S2, S4, S5 S6 
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Figure 32: The equivalent electrical circuits to produce the desired Five-level output voltage. 

3.5.3 The simplified circuit 

The modeling of the inverter requires the simplification of the circuit, there are 

some assumptions that must be verified for the simplification, which are the following: 

The electronic switches are ideal: instantaneous switching, zero voltage drop, the reactive 

elements of the inverter are ideal; the input voltage U is constant [2]. Under these 

simplification assumptions, our circuit can be reduced to the form shown in Figure 33. R, 
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L, and C are the elements of the resonant circuit. 

 

Figure 33: Simplified circuit of the series resonant Five-level inverter. 

Using Kirchhoff’s laws, the simplified circuit can be expressed with the following 

relations: 
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The transfer function of the circuit from output capacitor voltage Uc(t) to input 

voltage Ue(t) in complex mathematical form can be written as: 
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3.5.4 The state-space model of the simplified circuit 

The state-space model of the simplified circuit can be written with the following 

equations:  
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
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                                                                   (19) 

In the simplified form of state presentation, the equations system can be written as: 

 
x Ax Bu

y Cx Du

= +
 = +

ɺ
                                                                                                                (20) 
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Where: x(t): The state vector, Ue(t): The control vector, and y(t): The output vector. 

( )
( )
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cU t

x t
i t

 
=  
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[ ]
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; ; 1 0 ; 011
C

A B C D
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LL L

   
 = = = = 
   − −   

 

3.6 Mathematical expressions example of series resonant circuit 

In this example, a series resonance circuit consisting of resistor R equal to 200 Ω, 

capacitor C equal to 3 nF, and inductance L equal to 300 mH. The series RLC circuit is 

connected to a sinusoidal supply, assuming that this power supply is delivering a constant 
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Root-Mean-Square RMS voltage of V=5 V.  

A. The resonant frequency of circuit ƒ0 

�� = 12�√�	 = 12�
300 �� − 3�3�� − 9� ≈ 5.3 kHz 

B. The circuit current at resonance I 

� = �� = 5200 = 25 mA 

C. The inductive reactance at resonance XL 

�� = 2���� = 2���5300�0.3� ≈ 10 kΩ 

D. The capacitive reactance at resonance XC 

�� = 12���	 = 12���5300�3� − 9� ≈ 10 kΩ 

E. The voltages across each reactive component, inductor and the capacitor, VL, VC 

�� = �! = 10��"�25��#"� = 250 V 

F. the Quality factor Q 

% = ��� = 10000200 ≈ 50 

G. the Bandwidth Bw 

&' = ��% = 530050 ≈ 106 Hz 

H. The upper and lower -3dB frequency points, ƒH and ƒL 

)�� = �� − 12 &' = 5300 − 12 �106� ≈ 5.2 kHz
�* = �� + 12 &' = 5300 + 12 �106� ≈ 5.4 kHz 

Figure 34 illustrates the max current, the resonance frequency with upper and 

lower -3dB frequency points, ƒH and ƒL. 
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Figure 34: The resonance frequency with upper and lower -3dB frequency points, ƒH and ƒL. 

3.7 The basic electrical quantities for controlling the system 

In power engineering systems, the control problems naturally divided into the 

voltage control issues and the frequency control problems [8], [9]. Our system, a five-level 

series resonant inverter has outputs (capacitor voltage, current, or power) and inputs (DC-

link voltage, switching-angles, frequency-switching), where each one of the mentioned 

inputs can be used for controlling the outputs electrical quantities. 

3.7.1 The voltage 

Voltage is an electrical quantity indicating the potential difference between two 

points. Mathematically, the voltage between two points can be expressed as the change in 

energy undergone by a charge. The unit for measuring the voltage is known as a volt 

(symbol: V). 

3.7.2 The frequency 

Frequency is the quantity designating the number of direction changes; it is the 

number of times that an AC sine wave repeats a positive-to-negative cycle. In the 

International System of Units, frequency is measured in Hertz (symbol: Hz). 
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3.7.3 The switching-angles 

The switching angle is the actual time of changing the output voltage level of the 

inverter or changing the state of the switch between ON and OFF modes [10]. The unit for 

defining the switching angle is radian (symbol: rad) or can be presented on the degree. 

System outputs can be controlled by variation of the switching angles value, i.e. the output 

capacitor voltage, the circuit current. 

3.8 Summary 

This chapter is related to the mathematical analysis and design of the proposed 

five-level series resonant inverter. The operating modes of a series resonant circuit are 

presented; there are three modes of operation: operation below the resonance frequency, 

operation above the resonance frequency, operation at the resonance frequency. Also, the 

characteristics of a series resonant circuit are given. Then, the proposed five-level series 

resonant inverter structure is discussed, where the electrical circuit, the operating 

principle, and the simplified electrical circuit are detailed. All mathematical expressions 

were presented with calculation examples of series resonant circuit parameters. 

The proposed five-level series resonant inverter combines the advantages of 

emerging multilevel inverter topologies as the reduced devices count, low THD compared 

to the conventional half-bridge and full-bridge resonant inverters, low power losses and 

high-quality output voltage, simplicity of the operating principle; and the advantages of 

resonant inverters such as High efficiency, where at switching frequency near the 

resonance frequency, the capacitor voltage and the circuit current are in maximal values, 

so the power supplied to the load is maximum. 
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CHAPTER 4 SMALL SIGNAL MODELING OF A FIVE-
LEVEL SERIES RESONANT INVERTER  

4.1 Introduction 

he five-level series resonant inverter is a nonlinear system; the 

complexity of this type of resonant converter requires a mathematical 

model that can represent their static and dynamic behavior. Therefore, 

modeling has become a very interesting step. A small-signal model is an analysis 

technique used to approximate the behavior of electrical circuits containing nonlinear 

devices with linear equations [1]-[4]. The objective is the determination of an AC 

equivalent circuit which is linear. So this search focused on the study of alternating 

quantities, including the current i(t) in the circuit RLC and the voltage in the capacitor 

Vc(t). So in this chapter, we're going to determine: 

 The exact model of the system. 

 The Large-Signal Model (L-SM) of the system. 

 The Small-Signal Model (S-SM) of the system. 

4.2 Small-signal model of the five-level series resonant inverter 

Small-signal model of the proposed five-level series resonant inverter based on the 

following steps [5]: 

1. Fourier analysis of the inverter output-voltage. 

2. Extraction of state vector x(t), control vector u(t), and output vector y(t). 

3. First harmonic approximation of the state variables. 

4. Construction and validation of the Large-Signal Model. 

5. Determination of the operating points (X0, U0, Y0) by putting the -./�0�.0 = 01. 

6. Disruption and linearization of the model developed in step 4 using (X0, U0, Y0). 

7. Extraction of the matrices As, Bs, Cs, Ds of the linear model with small signals. 

T 
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4.2.1 Fourier analysis of the inverter output-voltage 

Figure 35 shows the desired output-voltage Vo(t) of the five-level inverter. Vo(t) is 

a periodic function and continue by parts, their mathematical expression can be 

constructed using the following Fourier transformation:  

 0
1 1

( ) cos( ) sin( )o n s n s
n n

V t a a n t b n tω ω
∞ ∞

= =
= + +                                              (21) 

Where:  

n: are whole numbers: 0, 1, 2, …n. 

2
;s st

T

πω θ ω= =             

⍵s: The pulsation. 

3: The switching angle. 

a0, an, bn: are the Fourier coefficients, they given by the following integrals: 

 

0
0

0

0

1
( )

2
( )cos( )

2
( )sin( )

T

o

T

n o s

T

n o s

a V t dt
T

a V t n t dt
T

b V t n t dt
T

ω

ω


=




=



=








                                                                                 (22) 

The desired output-voltage Vo(t) is an odd function and periodic, so: 

 0
0

2
0; 0; ( )sin( )

T

n n o sa a b V t n t dt
T

ω= = =   
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Figure 35: The desired output-voltage Vo(t) of the five-level inverter 

By putting (Vdc = V), bn can be calculated as following: 
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 
+ + + + 

 
 
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 
 
 − + − 
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 

 

                           (23) 

 In the interval [θ1, θ2], Vo(t) = + V, so bn is calculated as: 
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 In the interval [θ2, θ3], Vo(t) = + 2V, so bn is calculated as: 
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 In the interval [θ3, θ4], Vo(t) = + V, so bn is calculated as: 
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 In the interval [θ5, θ6], Vo(t) = - V, so bn is calculated as: 
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 In the interval [θ6, θ7], Vo(t) = - 2V, so bn is calculated as: 
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 In the interval [θ7, θ8], Vo(t) = - V, so bn is calculated as: 
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By sum of equations 24, 25, 26, 27, 28, 29, then some mathematical simplification, 

the expression of bn can be written as: 

 ( )1 2
4

cos( ) cos( )n

V
b n n

n
θ θ

π
= + +                                                                        (30) 

The expression of Vo(t) can be written as: 
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( )1 2
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∞ ∞
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For the first harmonic (n=1), The expression of Vo(t) can be written as: 

 ( )1 2
4

( ) cos( ) cos( ) sin( )o s

V
V t tθ θ ω

π
= + +                                                      (32) 

4.2.2 Extraction of state vector x(t), control vector u(t), and output vector y(t) 

Figure 36 shows the equivalent circuit of a five-level series resonant inverter. 

Kirchhoff's laws are applied to the equivalent circuit to give the mathematical expressions 

of the output capacitor voltage Vc(t), and the input voltage Vo(t), where Vc(t) = Uc(t) and 

Vo(t) = Ue(t): 
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                                                                          (33) 

 
Figure 36: The equivalent circuit of a five-level series resonant inverter 

The state vector x(t) is defined with the currents i(t) and the capacitor voltage Vc(t) 

as: 

 [ ]( ) ( ) ( ) t

cx t i t V t=  
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The input variable u(t) and the output variable y(t) are : 

( ) ( )

( ) ( )
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y t V t

=
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In the simplified form of state presentation, the system can be written as: 
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4.2.3 First harmonic approximation of state variables 

The system state variable i(t) and Vc(t) are complex values, which can be 

approximated by (34), where ic(t), is(t) are the real and imaginary parts of the current i(t) 

and Vcc(t), Vcs(t) are the real and imaginary parts of the voltage Vc(t): 
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The system state variable derivatives are given by: 
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(35) 

By simplification, the system state variable derivatives are described as: 
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4.2.4 Construction and validation of the Large Signal Model 

The use of the first harmonic approach gives us the opportunity to pass from the 

exact model to the first harmonic model by replacing the variables i(t) and Vc(t) by its 
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expressions and θ1 , θ2. In this case, the non-linear Large-signal model of the five-level 

series resonant inverter is achieved. 

Based on equations (33), the state variables derivatives are given as: 
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Using the equations (32) and (34) of the variables i(t), Vc(t), and Vo(t), the state 

variables derivatives are given as: 
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By applying some mathematical manipulations, the equations (38) can be 

expressed as: 
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By identification between equations (36) and (39), we find: 
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The Large-signal model of the system is developed to be: 

 

( )1 2

1
( ) ( ) ( ) ( )

1 4
( ) ( ) ( ) cos( ) cos( ) ( )

1
( ) ( ) ( )

1
( ) ( ) ( )

c c cc s s

s s cs c s

cc c cs s

cs s cc s

R
i t i t V t i t

L L

R V
i t i t V t i t

L L L

V t i t V t
C

V t i t V t
C

ω

θ θ ω
π

ω

ω

 = − − −

 = − − + + +


 = + −


 = + +


ɺ

ɺ

ɺ

ɺ

       (41) 

The system input controls u(t), the new state variables x(t), and the output variable 

y(t) are defined as: 
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                                                                         (42) 

The large-signal model is a nonlinear equations because it contains the product 

(is.ωs), (ic.ωs), (Vcs.ωs), and (Vcc.ωs), where ωs, is, ic, Vcs and Vcc are independent variables. 

It isn't easy to use this model to design the control system. 

After achieving the large-signal model of the system, the nonlinear equations can 

be linearized around the operating point in order to construct the generalized small-signal 

transfer function from any desired input (v, θ1, θ2, ωs) to any desired output (i, Vc). 
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4.2.5 Determination of the operating points (X0, U0, Y0) by putting the {dx(t)/dt=0} 

Setting the derivatives of the large-signal model equal to zero, the above equation 

can be solved to find the equilibrium operation point of the system (Ic0, Is0, Vcc0, Vcs0). 
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The equations (43) can be written as matrix forms (Ax=B) to found the equilibrium 

operating points (Ic0, Is0, Vcc0, Vcs0). 
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 = − +  

 

4.2.6 Disruption and linearization of the model developed in step 4 using (X0, U0, Y0) 

Using Taylor series, the generalized small-signal model of the system is derived by 

perturbation and linearization of Large-signal model around the operating point (U0, X0, 

Y0): 
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Using Taylor series, the perturbation and linearization of the input controls is given 

as: 
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Using Taylor series, the perturbation and linearization of the Large-signal model of 

the system is developed to be: 
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                       (44) 

Using Taylor series, the perturbation and linearization of the output variable of the 

system is given as: 

 0 0

2 2 2 2
0 0 0 0

cc cs
cc cs

cc cs cc cs

V V
y V V

V V V V
= +

+ +
ɶ ɶɺɶ                                                           (45) 

4.2.7 Extraction of the matrices As, Bs, Cs, Ds of the linear model with small signals 

In matrix form, the state equations of the small-signal model are given as: 
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                                                                                        (46) 

Furthermore, the state equations of the small-signal model can be described as: 
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In transfer functions form [5], the equations of the small-signal model for the five-

level series resonant inverter are given as: 
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                                                           (48) 

Where: 

( )cV

vG s
ɶ

ɶ : The transfer functions of input-voltage-to-capacitor-output-voltage. 

1
( )cV

G sθ
ɶ

ɶ : The switching-angle-θ1-to-capacitor-output-voltage. 

2
( )cV

G sθ
ɶ

ɶ : The switching-angle-θ2-to-capacitor-output-voltage. 

( )c

s

V
G sω
ɶ

ɶ : The switching-frequency-to-capacitor-output-voltage. 

4.3 Validation of the small signal model and the five-level series resonant 

inverter 

Currently, several tools exist for validating the small-signal model of any system, 

among them: SIMPLIS AC analysis [6], AC SWAP of PLECS, LTspice AC analysis, 

STREAM in Linearization manager tool of MATLAB [7]. In this study, two steps are 
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followed for validating the proposed small-signal model and the five-level series resonant 

inverter. The first step is the calculation of switching angles using the selective harmonic 

elimination modulation. The second step is frequency analysis of the small-signal model 

using the Linearization manager tool with sinestream as the perturbation signal and system 

identification toolbox. 

4.3.1 Selective harmonic elimination modulation 

The SHE technique offers several advantages when used to generate the gating 

signals of the multilevel inverter, where the switching angles are determined by solving a 

nonlinear transcendental system of equations. In literature, several methods have been 

proposed to find the best switching angles, including Newton-Raphson (N-R) Algorithm, 

Genetic Algorithm (GA), Artificial Neural Network (ANN) [8]-[11]. 

With the Fourier analysis, the first harmonic (n=1) of the inverter output 

voltage Vo(t) is written as: 

 ( )1 2
4

( ) cos( ) cos( ) sin( )o s

V
V t tθ θ ω

π
= +                                                          (49) 

To eliminate the third harmonic and their multiple, we must search the switching 

angles θ1, θ2 versus the modulation index M. The switching angles must satisfy the 

subsequent algebraic system of the non-linear equations: 

 

1
1 2

1 2

cos( ) cos( )
4

cos(3 ) cos(3 ) 0

h

V

πθ θ

θ θ

 + =

 + =

                                                                                (50) 

This study used an MLP neural network with a (1:5:2) structure, as shown in 

Figure 37. The (1:5:2) structure is composed of an input layer (modulation index M) that 

receives data, a hidden layer comprising five-neuron, and an output layer (switching 

angles θ1 and θ2) formed of two-neuron. 
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Figure 37: The MLP neural network with (1:5:2) structure. 

Figure 38 illustrates the gating switching angles θ1 and θ2 generated using the 

ANN algorithm, considering the modulation index M values. Following the analytical 

analysis [12], the valid interval of modulation index is [ ]0.45;0.85M ∈ to eliminate the 

third harmonic and their multiple. 

 
Figure 38: The switching angles θ1 and θ2 using ANN algorithm. 

Table 7 illustrates the gating switching angles θ1 and θ2 versus the modulation 

index M with the artificial neural network-based selective harmonic elimination (ANN-

SHE). 
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Table 7: Switching angles θ1 and θ2 versus modulation index M with ANN-SHE. 

Modulation index 
Switching angles 

θ1 θ2 
0.50 25 85 

0.55 21 81 
0.60 16 76 
0.65 11 71 
0.70 06 66 
0.80 07 53 
0.85 19 41 

Modulation index M=0.85, and switching angles equal to θ1=19°, θ2=41° are 

selected for testing the system, where these parameters give maximum RMS voltage with 

the elimination of 3rd harmonic plus their multiples [5]. 

4.3.2 Validation of the small signal model with frequency analysis 

After selecting the switching angles equal to θ1=19°, θ2=41° for selective harmonic 

elimination modulation, Table 8 illustrates the other required operating parameters for 

validation of the presented small-signal model in subsection 4-2-7. 

Table 8: Operating parameters of the five-level series resonant inverter  

Item. Ref. Value 

Input Voltage Vdc 5 Volts 
Equivalent Resistance R 200 Ω 
Equivalent Inductance L 300 mH 
Resonant Capacitor

 C 3 nF 
Resonant frequency f0 5.3 kHz 
Switching Angle θ1 19° 

Switching Angle θ2 41° 

The Editor of the MATLAB environment has been used to test the small-signal 

model; next, the Linearization manager tool and system identification toolbox of 

MATLAB are used to compare the small-signal model with the Simulink model [5]. 

In transfer functions form, the equations of the small-signal model are given as: 
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Figure 39, Figure 40, Figure 41, and Figure 42 show the Bode diagram frequency 

responses of the input-voltage-to-capacitor-output-voltage ( )cV

vG s
ɶ

ɶ , the switching-angle-

θ1-to-capacitor-output-voltage
1

( )cV
G sθ
ɶ

ɶ , switching-angle-θ2-to-capacitor-output-voltage

2
( )cV

G sθ
ɶ

ɶ , and the switching-frequency-to-capacitor-output-voltage ( )c

s

V
G sω
ɶ

ɶ , respectively. 

The figures illustrate the simulation model (Measurement) and the small-signal model's 

transfer functions (Model). (Solid trace): the theoretical small-signal model (Model), and 

(blue cross): Measurement data from simulation model (Measurement). 
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Figure 39: Comparisons of Bode plots related to the input-voltage-to-capacitor-output-voltage. 

 
Figure 40: Comparisons of Bode plots related to the switching-angle-θ1-to-capacitor-output-voltage. 
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Figure 41: Comparisons of Bode plots related to the switching-angle-θ2-to-capacitor-output-voltage. 

 
Figure 42: Comparisons of Bode plots related to the switching-frequency-to-capacitor-output-voltage. 

As noted in Figures 39, 40, 41, and 42, the responses of both small-signal and the 

Simulink model are closely matching, where there are certain deviations because only the 
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fundamental component is considered in the small-signal modeling approach. These 

results validate the mathematical analysis and the proposed small-signal LTI model. 

4.4 Results discussion & interpretations 

The proposed circuit of a five-level series resonant inverter is evaluated using 

simulation and experimental tests. In this section, the results are presented with various 

switching frequency tests, less than the resonant frequency (fs<f0), equals the resonant 

frequency (fs=f0), and above the resonant frequency (fs>f0); where the system operating 

parameters are given in Table 8. 

4.4.1 Simulation results 

The simulation model of the five-level inverter with ANN-SHE modulation is built 

under a Matlab/Simulink environment. Figure 43 shows the Simulink model of the 

five-level series resonant inverter. 

 
Figure 43: Simulink model of the five-level series resonant inverter. 
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Figure 44 shows the five-level output voltage waveform with ANN-SHE 

modulation, M=0.85, θ1=19°, and θ2=41°, and f=5 kHz. Their associated harmonic 

spectrums are presented in Figure 45, where the THDv=16.34 % and the 3rd harmonic with 

their multiples have been eliminated. 

 

Figure 44: The output voltage waveform of the five-level inverter with ANN-SHE. 

 
Figure 45: The associated harmonic spectrum of the five-level output voltage. 

Figure 46 shows the simulation waveforms of the output inverter voltage Vinv(t) 

and the output capacitor voltage Vc(t) with frequency (fs<f0) equal to 2 kHz. 

Figure 47 shows the simulation waveforms of the output inverter voltage Vinv(t) 

and the output capacitor voltage Vc(t) with frequency (fs=f0) equal to 5.3 kHz. 
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Figure 46: Simulation waveforms of output inverter and output capacitor voltages with fs =2 kHz. 

 
Figure 47: Simulation waveforms of output inverter and output capacitor voltages with fs =5.3 kHz. 
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Figure 48 shows the simulation waveforms of the output inverter voltage Vinv(t) 

and the output capacitor voltage Vc(t) with frequency (fs>f0) equal to 8 kHz. 

 
Figure 48: Simulation waveforms of output inverter and output capacitor voltages with fs =8 kHz. 

As displays in Figure 46, there are two regimes, permanent and transient regimes. 

The transient regime is imposed by the nonlinearity saturation and hysteresis of electronic 

components. Inductances and capacitors components are sources of transient voltages. As 

noticed from the zoom-in from 10 ms to 12 ms, the output inverter voltage Vinv(t) and the 

output capacitor voltage Vc(t) are in the same phase. As observed, the output capacitor 

voltage Vc(t) is sinusoidal, with a maximum value of 13 V. 

As displays in Figure 47, there are two regimes, permanent and transient regimes. 

We can notice that the waveform is quite particular, where the wavelength is regularly 

growing from zero to a permanent regime. As seen from the zoom-in from 10 ms to 10.5 

ms, the output capacitor voltage Vc(t) lags 90 degrees from the output inverter voltage 

Vinv(t) compared with the previous case. As observed, the output capacitor voltage Vc(t) is 

sinusoidal, with a maximum value of 538 V. 
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As displays in Figure 48, there are two regimes, permanent and transient regimes. 

As noticed from the zoom-in from 10 ms to 10.33 ms, the output capacitor voltage Vc(t) 

lags 90 degrees from the output inverter voltage Vinv(t) compared with the previous case. 

As observed, the output capacitor voltage Vc(t) is sinusoidal, with a maximum value of 8 

V. 

4.4.2 Experimental results 

A laboratory prototype of the five-level series resonant inverter is realized, as 

shown in Figure 49. (1): Pc + Matlab software. (2): C2000 Delfino DSP320F28379D 

Board. (3): Gate Driver circuits. (4): Inverter (MOSFET switches). (5): Current and 

voltage sensors. (6): series RLC (Resistor, Inductor, Capacitor) circuit. (7): Power supplies 

(Vdc). (8): Digital oscilloscope. The control signals are implemented in real-time using an 

embedded board C2000 Delfino DSP320F28379D. GWINSTEK Digital oscilloscope is 

used to extract the voltage waveforms.  

 
 Figure 49: The Experimental Laboratory Prototype of a five-level series resonant inverter.  

Figure 50 shows an example of the gating signals of switches S1~S3~S5 with a 

frequency of 1 kHz, and Figure 51 illustrates the gating signals of switches S2~S4~S6. 
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Figure 50: The gating signals of S1~S3~S5 with frequency of 1 kHz 

 

Figure 51: The gating signals of S2~S4~S6 with frequency of 1 kHz 

Figure 52 illustrates the experimental phase voltage of the five-level inverter with 

ANN-SHE modulation, modulation index M=0.85, and switching angles: θ1=19°, θ2=41°. 

f=1 [kHz], and Vdc=5 [V]. 
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Figure 52: The experimental output voltage of the five-level inverter with ANN-SHE, and f=1 kHz 

Figure 53 illustrates the experimental phase voltage of the five-level inverter with 

ANN-SHE modulation, modulation index M=0.85, and switching angles: θ1=19°, θ2=41°. 

f=5 [kHz], and Vdc=5 [V]. 

 

Figure 53: The experimental output voltage of the five-level inverter with ANN-SHE, and f=5 kHz 
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Figure 54 illustrates the experimental phase voltage of the five-level inverter with 

ANN-SHE modulation, modulation index M=0.85, and switching angles: θ1=19°, θ2=41°. 

f=10 [kHz], and Vdc=5 [V]. 

 

Figure 54: The experimental output voltage of the five-level inverter with ANN-SHE, and f=10 kHz 

 

Figure 55 illustrates the experimental waveforms of the output inverter voltage 

Vinv(t) and the output capacitor voltage Vc(t) with switching frequency (fs) equal to 2 kHz. 

A maximum voltage of 12 V in the capacitor is noted, and an RMS voltage equal to 8.23 

V is measured. 

Figure 56 illustrates the experimental waveforms of the output inverter voltage 

Vinv(t) and the output capacitor voltage Vc(t) with switching frequency (fs) equal to 5.3 

kHz. A maximum voltage of 520 V in the capacitor is noted, and an RMS voltage equal to 

370.3 V is measured. 

Figure 57 illustrates the experimental waveforms of the output inverter voltage 

Vinv(t) and the output capacitor voltage Vc(t) with switching frequency (fs) equal to 8 kHz. 

A maximum voltage of 6 V in the capacitor is noted, and an RMS voltage equal to 4.37 V 

is measured. 
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Figure 55: Experimental voltage waveforms of output inverter and output capacitor with fs =2 kHz. 

 
Figure 56: Experimental voltage waveforms of output inverter and output capacitor with fs =5.3 kHz. 
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Figure 57: Experimental voltage waveforms of output inverter and output capacitor with fs =8 kHz. 

4.4.2 Comparison between the results of simulation and experimental 

The experimental results match those observed in the simulation. We can show the 

similarity that exists between the simulation figures: Figs. 46, 47, and 48 and the 

experimental figures: Figs. 55, 56, and 57, respectively. Since we have an inductance L 

and a capacitor C in the series RLC circuit, we distinguish three operation cases depending 

upon the operating frequency: inductive circuit, capacitive circuit, a resonant circuit; this 

result is in accord with the conclusions given in [13]. 

Figure 58 shows the measured RMS output voltage in capacitor versus variable 

switching-frequency from 2 kHz to 8 kHz. As noticed from the waveforms, simulation and 

experimental data are closely matching. At 5.3 kHz, the output capacitor achieves a higher 

RMS voltage value, approximately equals to 370 V. 

The obtained results with the proposed five-level series resonant inverter are in 

agreement with the findings of previous studies [14] with conventional Full-Bridge 

inverter; wherein at the resonance frequency: (1) the switching frequency of the inverter 

approaches the frequency of the series RLC circuit; (2) the inductive reactance equals the 

capacitive reactance (XL=XC); thus, the reactance’s impact is canceled; and (3) the RLC 
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circuit becomes resistive circuit and the output capacitor achieves a higher RMS voltage 

value, and the current becomes maximal. 

 
Figure 58: Comparison between results of simulation and experimental 

4.5 Summary 

The main goal of the current chapter was to develop and validate a small-signal 

model of a five-level series resonant inverter. The model analysis revealed that the 

developed Linear Time-Invariant LTI model of the five-level series resonant inverter 

could be used to design a closed-loop control system. In summary, the artificial neural 

network-based selective harmonic elimination SHE technique is used for the five-level 

inverter modulation. Also, the small-signal model is validated with frequency analysis. 

Furthermore, the proposed circuit of a five-level series resonant inverter is evaluated using 

simulation and experimental results. 
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CHAPTER 5 CONTROL TECHNIQUES FOR A FIVE-
LEVEL SERIES RESONANT INVERTER 

5.1 Introduction 

his chapter is focused on the design and implementation of some control 

methods for controlling a five-level series resonant inverter; the purpose 

is to achieve a high performances control system. In process system 

control, high performances are achieved when the controlled variable of the system fellow 

the reference value with optimal values of system characteristics. The system responses 

characteristics are rise time, overshoot, settling time, and steady-state error. The 

conventional control techniques can be used to ensure the rise time, overshoot, and steady-

state error criteria. However, a robustness criterion remains a challenge for the 

researchers; this criterion can be addressed using advanced control techniques. 

This chapter is devised into three main parts, and each part is composed of sub-

sections. The chapter organization aims to provide a comprehensive presentation of each 

control technique and discuss the obtained results. In the first part, a coefficient diagram 

method CDM is used to design the optimal parameters of the proportional-integral 

regulator. This part gives brief facts on the CDM and presents the general procedure for 

designing controller gains using CDM. Eventually, we discuss the CDM-based PI control 

for a five-level series resonant inverter 

In the second part, the implementation of the adaptive control technique for a five-

level series resonant inverter is presented. Also, the brief facts and classification of 

adaptive control techniques are discussed. The Model Reference Adaptive Control MRAC 

based MIT rule is used for controling the five-level series resonant inverter. 

In the third part, another advanced technique is investigated for controling the five-

level series resonant inverter, i.e., intelligence algorithm-based fractional proportional-

integral regulator. A GA and PSO are the selected algorithms for determining the optimal 

parameters of the fractional PI regulator (PIλ). 

T 
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5.2 Part A: Implementation of the classical control technique: CDM-

based PI control 

5.2.1 Brief facts on the Coefficient Diagram Method (CDM) 

Coefficient diagram method (CDM) is an algebraic approach, proposed by Prof. 

Shunji MANABE in 1991 to design the controller parameters [1]. 

The standard block scheme of CDM for a Single Input-to-Single Output (SISO) 

system is given in Figure 59. R(s): Reference input signal. D(s): The disturbance. Y(s): 

The output signal. Np(s):  The numerator polynomial of the plant.  Dp(s): The denominator 

polynomial of the plant. Nc(s), Dc(s), and F(s) are the CDM controller polynomials. 

 
Figure 59: The block scheme of coefficient diagram method CDM 

The coefficient diagram method CDM is a straightforward, simple, and effective 

technique to design a closed-loop controlled system. The most important advantage of 

CDM is the relationship between the desired performances of the system (the time 

response, stability, and robustness) and the coefficients of the controller polynomials, so 

adjusting the controller parameters is easy. 

 Considering the disturbance equals zero (D(s) = 0), the new block scheme of CDM 

is given in Figure 60. 
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Figure 60: Equivalent CDM block scheme in case (D(s) = 0) 

The transfer function of system in closed-loop form can be written as: 

 1
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c p

N s
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D s D s

= =
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                                                          (51) 

By applying some mathematical manipulations, the equations (51) can be 

expressed as: 

 1
( ). ( )( )

( ) ( ). ( ) ( ). ( )
p

c p p c

F s N sY s

R s D s D s N s N s
=

+
                                                                        (52) 

In case of (D(s) = 0), the output of system is given as: 

 1

( ). ( )
( ) . ( )

( ). ( ) ( ). ( )
p

c p p c

F s N s
Y s R s

D s D s N s N s
=

+
                                                               (53) 

 Considering the reference equals zero (R(s) = 0), the new block scheme of CDM is 

given in Figure 61. 
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Figure 61: Equivalent CDM block scheme in case (R(s) = 0) 

The transfer function of system in closed-loop form can be written as: 

 2
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                                                                                          (54) 

By applying some mathematical manipulations, the equations (54) can be 

expressed as: 
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                                                                       (55) 

In case of (R(s) = 0), the output of system is given as: 

 2

( ). ( )
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p c

p c p c

N s D s
Y s D s

D s D s N s N s
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+
                                                             (56) 

 Considering the total output response of the system to be controlled by CDM is 

Y(s) equals (Y1(s) + Y2(s)), By adding the equation (53) and (56), Y(s) can be 

written as: 

 
( ) ( ) ( ). ( )

( ) ( ) ( )
( ). ( ) ( ). ( ) ( ). ( ) ( ). ( )

p c p

c p p c c p p c

N s F s D s N s
Y s R s D s

D s D s N s N s D s D s N s N s
= +

+ +
 

(57) 

The characteristic polynomial P(s) of the closed-loop system presented as follows: 
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 ( ) ( ). ( ) ( ). ( )c p p cP s D s D s N s N s= +                                                                          (58) 

5.2.2 Design procedure for the controller gains using CDM 

The CDM technique is an algebraic approach that uses the polynomial 

representation. Design procedures for the controller gains using the CDM technique are: 

1. Mathematical representation of the plant G(s) in polynomial form. 

 

1
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( ) ...
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
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                                                                  (59) 

where: Np(s): The Numerator polynomial of the plant with degree (a). Dp(s): The 

Denominator polynomial of the plant with degree (b). 

2. Mathematical representation of the controller C(s) in polynomial form. 

 
0 0

( ) , ( )
yx

i i
c i c i

i i

N s l s D s k s
= =

= =                                                                                    (60) 

Where: x and y: are the degrees of controller. Nc(s): The Numerator polynomial of 

the controller. Dc(s): The Denominator polynomial of the controller. 

3. Calculation of the characteristic polynomial P(s) of the closed-loop system 

using the polynomial form of the plant and the polynomial form of the controller. 

 ( ) ( ). ( ) ( ). ( )c p p cP s D s D s N s N s= +                                                                           (61) 

3. Calculation of the target characteristic polynomial Pt(s). 
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Where, n: is the order of the characteristic polynomial P(s). τ: The equivalent time 

constant. γi: The stability indices. 

In design of CDM controller, the most important point is setting of key parameters 

(γi and τ), because the key parameters come into closely relation with the dynamic system 

performances (rapidity, robustness, stability). Value of equivalent time constant (τ) has 

relation with the system rapidity, because it has an impact on the rise time and settling 
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time. Values of stability parameter (γi) have relation with the system stability and 

robustness, because have impact on the steady state error. According to S. Manabe’s, (γi 

and τ) values can be selected as follows: γi values can be written as: {2.5, 2, 2 . . . 2}. 

Usually (γi) is selecting from the range of (1.5 to 4) to have a good stability performance 

based on Routh-Hurwitz stability criterion and Lipatov’s stability criterion. In other hand, 

the key parameters (γi and τ) can be adjusted to have good desired performances [1]-[5]. 

5. Determination of the PI controller gains.  

Putting P(s) = Pt(s), then presenting the equations system in matrix form (Ax=B). 

Note that x= [k1; k0; l1] is the state vector of the gains for estimating the PI controller 

parameters. Kp: The proportional gain of PI controller. Ki: The integral gain of PI 

controller. 

1 0

1 1

,p i

k k
k k

l l
= =  

5.2.3 CDM-based PI control for a five-level series resonant inverter 

This subsection aims to design a PI controller utilizing the coefficient diagram 

method (CDM) for a five-level series resonant inverter. The technique is used to 

implement a closed-loop system for controlling the output capacitor voltage of the system. 

The controller synthesis is done using the small-signal model of the five-level series 

resonant inverter (CHAPTER 4). Firstly, we synthesize the control scheme and adjust the 

CDM for our system. The second step is a numerical application to test the synthesized 

control scheme and the designed controller. The results are obtained using the 

Matlab/Simulink environment. 

5.2.3.1 Structure of the CDM-based PI control 

1. Mathematical representation of the plant G(s) in polynomial form, where 

the plant G(s) is the small-signal model of a five-level series resonant inverter. 

3 2 1
3 2 1 0

4 3 2 1
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                                                                  (63) 

Np(s): The Numerator polynomial of degree (3). Dp(s): The Denominator 



CHAPTER 5 CONTROL TECHNIQUES FOR A FIVE-LEVEL SERIES RESONANT INVERTER 

 

91 
 

polynomial of degree (4). 

2. The polynomials Nc(s) and Dc(s) of the Controller C(s) are: 

3 2 1
3 2 1 0

3 2 1
3 2 1 0

( )

( )
c

c

N s k s k s k s k

D s l s l s l s l

 = + + +
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= + + +
                                                                                (64) 

Nc(s): The Numerator polynomial of degree (3). Dc(s): The Denominator 

polynomial of degree (3). 

The standard block of PI controller is given in Figure 55, the characteristic 

expression of the PI controller can be written as: 

( ) i
PI p

k
G s k

S
= +                                                                                                            (65) 

 
Figure 62: The standard block of PI controller for a five-level series resonant inverter 

Putting (F(s)=Nc(s) and D(s) = 0), the simplified form of the CDM block scheme is 

given in Figure 63, where the characteristic expression of the controller can be written as: 

1 0

1 1

( )
( )

c

c

N s k k

D s l l S
= +                                                                                                            (66) 

 
Figure 63: The simplified block scheme of CDM control. 
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By identification between the previous equation systems (65) and (66), the PI 

controller parameters can be estimated as: 

1
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3. Calculation of the characteristic polynomial P(s) of the closed-loop system: 
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                                                   (68) 

The calculated characteristic polynomial P(s) can be simplified to the following 

form: 

5 4 3
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                            (69) 

4. Calculation of the target characteristic polynomial Pt(s). 
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Applying some mathematical manipulations, the target characteristic polynomial 

Pt(s) can be calculated as: 
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The calculated target characteristic polynomial Pt(s) can be simplified to the 

following form: 
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(72) 

5. Determination of the PI controller gains  

Putting P(s) = Pt(s), by identification between (69) and (72), the polynomials 

expressions can be written as: 
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In matrix form (Ax=B), the state equations of the polynomials expressions (73) are 

given as: 
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x is the state vector of the gains for estimating the PI controller parameters. 
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5.2.3.2 Results & Discussions 

The design procedure of the CDM controller is programmed in MATLAB editor. 

Then, the robustness tests of the technique under servo control and regulation control are 

presented using MATLAB Simscape and Simulink libraries. Regulatory control is more 

popular than servo control in industrial processes. If the reference input R(s) is changed 

and the output Y(s) moves to the value of R(s), this is known as a servo control. A servo 

control loop reacts to changes in the set-point (reference input). If the control system 

ignores the disturbances D(s), it is a regulatory control system. 

The input-voltage-to-capacitor-output-voltage transfer function of the five-level 

series resonant inverter using small-signal modeling is found as follows: 

2
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The polynomials form of the transfer function is given as: 
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The stability of the system model is checked by using the MATLAB function 

(isstable(G)). If the system model is stable, then the isstable function gives a logical value 

of 1 (true), else the isstable function gives a logical value of 0 (false). The given system 

model is stable. 

Table 9 illustrates the obtained PI controller parameters using the CDM technique, 

where the Manabe’s parameter (τ) was varied to present their influence to PI parameters 

values. The PI parameters values are rounded to the nearest Ten-Thousandths (0.0001). 

Figure 64 illustrates the unit step response of the closed-loop system with the CDM. 
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Table 9: The PI controller parameters using coefficient diagram method CDM 

Manabe’s parameters 
PI controller parameters 

Kp Ki 

γ1 = 2.5 
γ2 = 2 
γ3 = 2 
γ4 = 2 

τ = 0.005 0.0068 9.8181 
τ = 0.006 0.0087 7.2268 
τ = 0.007 0.0075 5.1174 
τ = 0.008 0.0053 3.6635 
τ = 0.009 0.0031 2.6952 
τ = 0.010 0.0012 2.0425 

 
Figure 64: Unit step response of the closed-loop system with the CDM technique 

To evaluate the controller performances, we define the following common 

characteristics from the systems control theory: peak response, settling time, rise time, and 

overshoot. Peak time is the time necessary for the response to attain its first peak, i.e., the 

maximum of the first oscillation cycle or the first overshoot. Settling time is the time taken 
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by the response to attain and keep within a specified range of its final value, where 2% or 

5% are the common percentages of the final value. The rise time is the time needed for its 

transition from 10% to 90% of the final value. Overshoot is the maximum peak value of 

the response minus the step value, and the result is divided by the step value and 

multiplied by 100 because the overshoot is written as a percentage [6], [7]. According to 

the international standards IEC and IEEE concerning the overshoot tolerance limits, 10% 

is good, and the recommended overshoot during the impulse tests is 5% [8]. 

From Figure 64 of the unit step responses, we can note that Manabe’s parameters 

influence the performances of the feedback control system. The performance 

characteristics of the feedback control system with the CDM under variable values of the 

equivalent-time constant (τ) and fixed values of the stability indices (γ1=2.5, γ2=2, γ3=2, 

γ4=2.5) according to Manabe’s standard is summarized in Table 10. 

Table 10: Performance characteristics of the feedback control system with the CDM. 

Equivalent-time 

constant 
Peak response Settling time (s) Rise time (s) Overshoot (%) 

τ = 0.005 1.1710 0.0155 0.00303 17.10 
τ = 0.006 1.0843 0.0126 0.00386 08.43 
τ = 0.007 1.0453 0.0148 0.00518 04.53 
τ = 0.008 1.0267 0.0168 0.00686 02.67 
τ = 0.009 1.0183 0.0126 0.00882 01.83 
τ = 0.010 1.0145 0.0158 0.01070 01.45 

Table 10 proves that the peak response and overshoot are decreased when 

increasing the value of the equivalent-time constant (τ), so there is an inverse correlation 

between the equivalent-time constant (τ) and the overshoot, and there is an inverse 

correlation between the equivalent-time constant (τ) and the peak response. Also, we can 

note the positive correlation between the equivalent-time constant (τ) and the rise time. A 

correlation between the equivalent -time constant (τ) and the settling time could not be 

determined. 

During the design of the feedback control system, the designer must follow the 

specifications provided by the user in the specification sheet. Let's assume that our design 

criteria are: overshoot less than 5% and less value possible of settling time (2%). 

According to the assumptions, the best achieved parameters of the PI controller using 

CDM are given in Table 11. 



CHAPTER 5 CONTROL TECHNIQUES FOR A FIVE-LEVEL SERIES RESONANT INVERTER 

 

97 
 

Table 11: The best parameters of PI controller using CDM 

PI controller parameters Value 

Kp 0.0031 
Ki 2.6952 

After achieving the best PI controller parameters using the coefficient diagram 

method and the small-signal model of the proposed five-level series resonant inverter, the 

next step is testing the system responses using MATLAB Simscape and Simulink 

libraries. Figure 65 illustrates the system's output with the PI-CDM controller in the case 

of the variable reference. The reference was changed from 100 Volts to 300 Volts, and 

then to 200 Volts. 

 

Figure 65: System responses with the PI based on CDM controller in the case of variable reference. 

According to the obtained simulation results, it can be seen that the system output 

tracks the variable reference with a good accuracy and quickly, where the system output 

follows the reference path after 20 ms approximately of varying its value; therefore, the PI 

based on CDM controller provides a good dynamic response to the system. 

For testing the robustness of the PI-CDM controller, the system parameters are 

varied, and the results of the responses are compared with the nominal case parameter.  
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Figure 66 (a) shows the responses of the system if the resistance value changes. Figure 66 

(b) shows the responses of the system if the inductance value varies. Figure 66 (c) shows 

the responses of the system if the capacitance value changes. 

 
(a) 

 
(b) 

 
(c) 

Figure 66: Unit step responses of the system with the PI based on CDM controller in case of: (a) resistance 

value changes, (b) inductance value changes, (c) capacitance value changes. 

From the curves of Figure 66(a), it can be seen that the system output tracks the 
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unit step reference with good accuracy, good settling time, and good overshoot even 

though the resistance value is changed by +20% and +40%. Otherwise, the system output 

tracks the unit step reference with good accuracy but poor performance because of the 

high overshoot when the resistance value is changed by -20% and -40%. From the curves 

of Figure 66(b), it can be seen that the system output tracks the unit step reference with 

good accuracy, good settling time, and good overshoot even though the inductance value 

is changed by +1% and -1%. Otherwise, the system output tracks the unit step reference 

but with poor performances because of the high settling time when the inductance value is 

changed by +5%, -5%, +10%, and -10%. From the curves of Figure 66(c), it can be seen 

that the system output tracks the unit step reference with good accuracy, good settling 

time, and good overshoot even though the capacitance value is changed by +1% and -1%. 

Otherwise, the system output tracks the unit step reference but with poor performances 

because of the high settling time when the capacitance value is changed by +3%, -3%, 

+5%, and -5%. Generally, the decrease or increase of a system parameter value requires a 

new controller design to obtain high performance. Based on the achieved results, the 

acceptable ranges of varying the system parameters without designing new PI-CDM 

controller are [0; +40%] of resistance value, [-1%; +1%] of inductance value, [-1%; +1%] 

of capacitance value. 

Also, in the robustness tests of the PI based on CDM controller, disturbances of 

1%, 3%, 5% are injected in the closed-loop system. Figure 67 shows the block diagram of 

the closed-loop system when adding disturbance. The effects of the disturbances and their 

corresponding system responses are depicted in Figure 68. 

 

Figure 67: Block diagram of the closed-loop system when adding disturbance. 
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Figure 68: Unit step responses of the system with PI-CDM controller when adding disturbances. 

The curves of Figure 68 demonstrate that the disturbances are rejected. The system 

responses return to the reference trajectory within 20 ms in the case of step disturbance. 

According to the obtained simulation results, it can be seen that the PI-CDM 

controller provides good system responses and robust rejection of the disturbances. 
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5.3 Part B: Implementation of the advanced control technique: adaptive 

control 

5.3.1 Brief facts on the adaptive control techniques 

The high-quality techniques for designing control systems are based on a good 

analysis of the system under various step changes and disturbances of its environment. In 

the control theory area, adaptive is one of the advanced control techniques; adaptive 

controls denote the ensemble of methods allowing the real-time automatic adjustment of 

the controller parameters. There are several schemes for designing an adaptive control 

system, yet for the same aim, to achieve or maintain a desired level of performance by 

making the model output follow the desired trajectory. Adaptation occurs at the level of 

the controller parameters (adjustments of parameters) or directly at the level of the 

command signal to satisfy or enhance a predefined performance index through an 

adaptation mechanism [9]-[11]. 

Figure 69 shows a general scheme of the adaptive control. From the system 

inputs/outputs, the performance index is determined by a pre-selected criterion. Based on 

the measured performance index and with the recognition of the desired performance, an 

adaptation mechanism (algorithm, optimization technique, … or other method) is set up to 

adjust the controller parameters. The adjustable controller receives the error between the 

reference signal and the model output, and then produces the command signal. R(s): 

Reference input signal. U(s): The input signal. Y(s): The output signal. 

 
Figure 69: General scheme of the adaptive control. 
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5.3.2 Classification of adaptive control techniques 

The adaptive controls strategies are based on error cancellation between the 

reference input and the output of the model, currently there are many scheme and 

algorithms for constructing an adaptive control. Basically, the adaptive controls strategies 

are classified into direct methods, and indirect methods. Also, the adaptive controls 

strategies are classified into feed-back methods and feed-forward methods, where the 

control parameter is computed based on the process measurements knowledge in feed-

forward methods, on the other side, the control parameter is computed based on the error 

between outputs of the plant and the reference in feedback methods. Furthermore, the 

adaptive controls strategies are classified into model-based methods and model-

independent methods [12], [13].  

5.3.2.1 Classification based on scheme 

Based on adaptation scheme, there are two scheme of the adaptive control: (1) 

Direct Adaptive Control; (2) Indirect Adaptive Control [12]. 

5.3.2.1.1 Direct adaptive control 

The adaptive control direct methods denote the ensemble of methods allowing the 

direct adjustment of the controller parameters using an on-line estimation mechanism. 

Figure 70 illustrates an example of the direct adaptive control. 

 
Figure 70: Scheme of direct adaptive control technique. 
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5.3.2.1.2 Indirect adaptive control 

The adaptive control indirect methods denote the ensemble of methods allowing 

the indirect adjustment of the controller parameters using an on-line estimation 

mechanism through a parameters calculation block. Figure 71 illustrates an example of the 

indirect adaptive control. 

 
Figure 71: Scheme of indirect adaptive control technique. 

5.3.2.2 Model-based or model-independent classification 

Based on model, there are two methods of adaptive control: (1) Model-based 

adaptive control; and (2) Model-independent adaptive control [13]. 

5.3.2.2.1 Model-based adaptive control 

Model-based adaptive control techniques require the knowledge of the system 

model parameters, so this techniques type allows the interpretation of the system behavior 

results [13]. Currently, there are a lot of model-based adaptive control techniques 
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including: 

 Gain Scheduling Adaptive Control. 

 Adaptive Pole Placement Control. 

 Model Reference Adaptive Control. 

 Time Delay Adaptive Control. 

 Adaptive Sliding Mode Control. 

 Adaptive Backstepping Control. 

5.3.2.2.2 Model-independent adaptive control 

In recent years, model-independent adaptive control techniques have gained a large 

attention of researchers because they do not require the knowledge of the system model. 

The model-independent adaptive control techniques offer many advantages and benefits as 

they can handle nonlinearity of system, and tolerate uncertainty. Furthermore, they are 

more versatile and flexible compared to model-based control algorithms, but sometimes 

they do not provide optimal control [13]. There are a lot of model-independent adaptive 

control techniques including: 

 Adaptive Control Based on Fuzzy Logic. 

 Adaptive Control Based on Artificial Neural Networks. 

 Adaptive Neuro-Fuzzy Control. 

 Adaptive Brain Emotional Learning Control. 

5.3.3 Analysis of the Model Reference Adaptive Control MRAC 

In control theory, Model Reference Adaptive Control (MRAC) is a direct adaptive 

strategy, and one of the widely used control strategies to design advanced control systems 

for high-performance and high robustness characteristics. 

5.3.3.1 Principle of Model Reference Adaptive Control 

The principle of model reference adaptive control (MRAC) is based on the 

minimization of the error between the plant output and the reference model using an 
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adjustment mechanism. The adjustment mechanism adjusts controller parameters based on 

the received information (y, u, e) using an adaptive control rule [14], [15]. Figure 72 

illustrates the basic structure of a model reference adaptive control (MRAC), where ym: 

The output of reference model, y: The plant output, e: The difference between the outputs 

of plant and reference model. 

The MRAC is composed of: (1): Process (plant): a model of the controlled system. 

(2): Reference model: a model that gives an idyllic output based on the reference input. 

(3): Controller: describes the adjustable parameters that used to define the control law. 

The adjustable parameters values are dependent on adaptation gain. (4): Adjustment 

mechanism: this block is used for adapting the controller parameters, so for forcing the 

actual plant track the reference model. MIT rule, Lyapunov rule and Normalized 

Algorithm are the widely used Mathematical approaches to develop the adjustment 

mechanism [15]-[17]. 

 
Figure 72: General scheme of the Model Reference Adaptive Control. 

5.3.3.2 Basic rules to design the adaptation mechanism 

Based on the literature overviews, we noted that MIT rule and Lyapunov rule are 

the basic methods used to design the adjustment mechanism. In this subsection the 

principle of the two rules is discussed. 

5.3.3.2.1 Adaptation mechanism based on MIT rule 

MIT rule was first developed in Massachusetts Institute of Technology (MIT), in 
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1961s.  MIT rule was originally proposed to design the autopilot system for aircrafts based 

on MRAC scheme, and then it is generalized to design a controller for any practical 

system [18]. MIT provides a very simple solution to the MRAC problem based on scalar 

parameter adjustment law; their principle is adjusting the controller’s parameters θ by the 

minimization of a parametric error function (cost function or loss function) using a 

gradient descent adaptation law [18], [19]. 

Figure 73 illustrates the block diagram of MRAC using MIT rule. The plant model 

output (y) is compared with that of reference model (ym); next, the error (e) is feeding the 

adjustment mechanism through the sensitivity derivative, where the adjustment 

mechanism calculates the controller’s parameters θ using the error (e), the transfer 

function of reference model, the reference input (R), and the plant model output (y) [20]. 

 
Figure 73: Block diagram of MRAC using MIT rule for two adjustable parameters. 

For two adjustable parameters (θ) the control law u can be defined as follow: 

1 2u R yθ θ= −                                                                                                                 (76) 

The transfer functions of plant G(s) and reference model Gm(s) are: 

( ) ( )
( ) ; ( )

( ) ( )
m

m

y s y s
G s G s

u s R s
= =  
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The parametric error function or cost function J(θ) is usually written as: 

( )21
( )

2
J eθ θ=                                                                                                               (77)                       

Where, θ are the adjustable parameters, e(θ) represents the output error, defined as 

the difference between the reference model output and the actual model output, e(θ) is 

written as: 

( ) ( ) me y yθ θ= −                                                                                                          (78) 

In MIT rule, the adaptation law is obtained based on the gradient-descent 

optimization algorithm, where the adaptation law is obtained by setting the time-derivative 

of the adjustable parameters (θ) to be proportional to the negative gradient of the error 

function J(θ). 

d J

dt

θ γ
θ

∂= −
∂

                                                                                                                   (79) 

The derivative of the parametric error function J(θ) is emplaced in the previous 

formula to obtain: 

d J e

dt e

θ γ
θ

∂ ∂ = −  ∂ ∂ 
                                                                                                       (80) 

The update rule for the adjustable parameters (θ) using MIT rule is described as: 

d e
e

dt

θ γ
θ

∂= −
∂

                                                                                                                 (81) 

∂e/∂θ: The sensitivity derivative of the system, it is the partial derivative term of 

the error and the adjustable parameters (θ). γ: is a design parameter that defines the 

adaptive gain. Note that the cost function J and the adjustable parameters (θ) are 

alternatives, so can be adapted for different applications. 

Another alternative for J based on sign algorithm is written as: 

( )J eθ =                                                                                                                         (82) 
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This gives the following expression: 

1 0

; : 0 0

1 0

signe for e
d e

signe where signe for e
dt

signe for e

θ γ
θ

= >
∂  = − = = ∂   = − <

                            (83) 

5.3.3.2.2 Adaptation mechanism based on Lyapunov rule 

Lyapunov rule is one of the basic methods used to design the adjustment 

mechanism in Model Reference Adaptive Control (MRAC) system. The adaptation 

mechanism based on the Lyapunov rule exploits the system error to form the appropriate 

Lyapunov function for adjusting parameters. Figure 74 illustrates the block diagram of 

MRAC using Lyapunov rule. The plant model output (y) is compared with that of 

reference model (ym); next, the error (e) is feeding the adjustment mechanism; next, the 

adjustment mechanism calculates the controller’s parameters θ using the error (e), the 

reference input (R), and the plant model output (y) [20]. 

 
Figure 74: Block diagram of MRAC using Lyapunov rule for two adjustable parameters. 

MIT and Lyapunov rules are basic methods for adapting the controller parameters 

in the model reference adaptive control system. The MIT rule operates by assuming that 

the control parameters θ change more slowly than the other variables in the system. The 

computational complexity is reduced in the MRAC scheme with the Lyapunov rule when 
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compared to the MIT rule, thus the implementation of the system is more feasible with the 

Lyapunov rule. But the mathematical modeling and design of the controller is simpler 

with the MIT rule. 

In this current study Model Reference Adaptive Control (MRAC) Scheme is 

applied to a small-signal model of a five-level series resonant inverter using MIT rule. 

5.3.4 Adaptive controller design for a five-level series resonant inverter 

The simulation model of the MRAC using MIT rule for a small-signal model of a 

five-level series resonant inverter is built under a Matlab/Simulink environment. The 

structure of MRAC based MIT controller and results are discussed in this subsection. 

5.3.4.1 Structure of the MRAC based on MIT controller 

1. Mathematical representation of the plant G(s) in polynomial form, where the 

plant G(s) is the small-signal model of a five-level series resonant inverter. 

2

4 3 2

( ) 1.649 08 1.129 14 3.794 16
( )

( ) 1333 4.441 09 2.96 12 4.975 14
y s e s e s e

G s
u s s s e s e s e

+ += =
+ + + +

                       (84) 

Where: u(s) is the plant input and y(s) is the plant output. 

2. Mathematical representation of the reference model system Gm(s) in transfer 

function form: 

2

2 2

( )
( )

( ) 2
m n

m

n n

y s
G s

R s s s

ω
ξ ω ω

= =
+ +

                                                                         (85) 

Where, Gm(s) the reference model is a second-order system with known natural 

frequency (ωn) and damping ratio (ξ). We want to force the system output to tracks the 

second-order reference model because a typical series RLC circuit is a second order 

system, if putting (j2 = -1 and s = jω) the equation (17) can be written as: 

2 2 2

1 1
( )

1 1
H s

RC s j LC RC s LC sω
= =

+ + + +
                                                     (86) 

3. The parametric error function J(θ), and the output error e(θ) are written as: 
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( )
( ) ( )

21
( )

2

m

J e

e y y

θ θ

θ θ

 =

 = −

                                                                                                       (87) 

4. The Model Reference Adaptive Control (MRAC) scheme is defined as: 

a) The control law u(t) is defined as follow: 

1 2( ) ( ) ( )u t R t y tθ θ= −                                                                                                   (88) 

b) The adjustable parameters (θ) are chosen as: 

{ } { }1 2, ,p iK Kθ θ θ= =                                                                                                (89) 

c) The output error e(s) is written as: 

( ) ( ) ( )me s y s y s= −                                                                                                      (90) 

Using the mathematical representations of the plant G(s) and the reference model 

system Gm(s), the output error e(s) is written as: 

( ) ( ) ( ) ( ) ( )me s u s G s R s G s= −                                                                                     (91) 

Replacing the control law u(t) with its expression, the output error e(s) can be 

presented as: 

( ) ( )1 2( ) ( ) ( ) ( ) ( )me s R s y s G s R s G sθ θ= − −                                                           (92) 

d) The partial derivatives of the output error e(s) are described as: 

( )
1

2

( ) ( ) ( )
( )

( ) ( )

m

m

y se
R s G s G s

G s

e
y s G s

θ

θ

 ∂ = =∂


∂ = −
∂

                                                                              (93) 

e) The adaptation law for the adjustable parameters (θ) using MIT rule is described 

as: 
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( )1
1 1

1

2
2 2

2

( )
( )

( ) ( )

m

m

y sd e
e e G s

dt G s

d e
e e y s G s

dt

θ γ γ
θ

θ γ γ
θ

 ∂= − = − ∂


∂ = − = +
 ∂

                                                                      (94) 

Assuming that the reference model transfer function Gm(s) equal to the plant model 

G(s) approximately (Gm(s) ≈ G(s)), so the adaptation law for the adjustable parameters (θ) 

using MIT rule is written as: 

1
1 1

1

2
2 2

2

( )

( ) ( )

m

m

d e
e e y s

dt

d e
e e y s G s

dt

θ γ γ
θ

θ γ γ
θ

∂ = − = − ∂
 ∂ = − = +
 ∂

                                                                        (95) 

Where, γ1 and γ2: defines the adaptive gains. 

5.3.4.2 Results & Discussions 

In this subsection, the robustness tests of the adaptive technique with servo control, 

regulation control, and under disturbances are given. Figure 75 illustrates the MATLAB 

model of the MRAC using the MIT rule for a five-level series resonant inverter. 

 
Figure 75: MATLAB model of the MRAC using MIT rule for a five-level series resonant inverter. 

Table 12 shows the performance characteristics of the reference model with step 

response; after several tests, the system parameters are selected based on the step response 

performance (peak response, settling time, and overshoot). 
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Table 12: Performances characteristics of the reference model with step response 

 Peak response Settling time (s) Rise time (s) Overshoot (s) 

Test1 
ωn=1 1.05 02.13 05.98 04.60 
ξ=0.7 

Test2 
ωn=1 1.02 03.76 02.47 01.52 
ξ=0.8 

Test3 
ωn=1 1.00 04.70 02.88 00.15 
ξ=0.9 

Test4 
ωn=1 1.00 05.83 03.36 00.00 
ξ=1 

Test5 
ωn=100 1.05 00.06 00.02 04.60 
ξ=0.7 

*Test6 
ωn=100 1.02 00.04 00.02 01.52 
ξ=0.8 

*Test7 
ωn=100 1.00 00.05 00.03 00.15 
ξ=0.9 

Let's assume that our design criteria in order are: peak response equal or less than 

(1), overshoot less than 5%, and less value possible of settling time (2%). According to the 

assumptions, the best reference model Gm(s) parameters are highlighted with color and 

mark (*). 

Table 13 presents the adaptive control parameters for evaluating the system 

performances. Figure 76 shows the curves of the real system and reference model 

responses under step reference. The error between the real system and reference model 

responses is given in Figure 77. After that, Figure 78 illustrates the control law u(t). 

Table 13: The adaptive control parameters 

Parameter Ref. Value 

Natural frequency ωn 100 
Damping ratio ξ 0.9 
Adaptive gain γ1 -20.65 
Adaptive gain γ2 6.1797 

 
Figure 76: Curves of the real system and reference model responses 
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Figure 77: Error between the real system and reference model responses. 

 
Figure 78: The control law u(t) under step reference. 

According to Figures 76 and 77, it can be seen that the responses of the real system 

and the reference model are convergent, and the difference is evident only at the start of 

the runtime. There are two regimes: the transient and permanent; approximately, the 

system attains the permanent regime after a settling time of 50 ms. 

Figure 79 illustrates the real system's output and reference model output with the 

adaptive control in the case of the variable reference. The reference was changed from 10 

Volts to 30 Volts, and then to 20 Volts. The error between the real system and reference 

model responses under variable reference is given in Figure 80. After that, Figure 81 

illustrates the control law u(t) under the variable reference. 

According to the obtained simulation results shown in Figures 79, 80, and 81, it 

can be seen that the system output tracks the variable reference with a good accuracy and 

quickly, where the system output follows the reference path after 50 ms approximately of 

varying its value; therefore, the adaptive controller provides a good dynamic response to 

the system. 
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Figure 79: Real system and reference model responses under variable reference. 

 
Figure 80: Error between the real system and reference model responses under variable reference. 

 
Figure 81: The control law u(t) under variable reference. 
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In the robustness tests of the adaptive controller, disturbances of 1%, 3% are 

injected in the closed-loop system. The effects of the disturbances and their corresponding 

system responses are depicted in Figures 82 and 83. 

 
Figure 82: Unit step responses of the system and the reference model with adaptive control when 

adding 1% disturbance. 

 
Figure 83: Unit step responses of the system and the reference model with adaptive control when 

adding 3% disturbance. 

The curves of Figure 82 demonstrate that the 1% disturbance is rejected. The 

Zoom in demonstrates that the system responses return to the reference trajectory within 

30 ms in the case of step disturbance. The curves of Figure 83 demonstrate that the 3% 

disturbance is rejected. The Zoom in demonstrates that the system responses return to the 

reference trajectory within 100 ms in the case of step disturbance. 

According to the obtained simulation results, it can be seen that the adaptive 

controller provides good system responses and robust rejection of the disturbances. 
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5.4 Part C: Implementation of the advanced control technique: GA 

based PIλ and PSO based PIλ 

In this part, the intelligence algorithm-based fractional proportional-integral 

regulator is investigated for controlling the five-level series resonant inverter. First, brief 

facts on the fractional-order controllers, brief facts on the genetic algorithm GA, and brief 

facts on the particle swarm optimization PSO are discussed. Next, we design the fractional 

PIλ based on GA and the fractional PIλ based on PSO controllers for the five-level series 

resonant inverter. A GA and PSO are the selected algorithms for determining the optimal 

parameters of the fractional PI regulator (PIλ). 

5.4.1 Brief facts on the fractional-order controllers 

Fractional calculus is a purely mathematical problem that deals with integrals and 

derivatives of non-integer orders. Modeling natural physical systems by differential 

equations based on fractional derivatives is becoming the focus of numerous studies. 

Developing efficient methods to solve these equations numerically has been getting more 

and more attention during recent years. Various methods have been suggested and 

investigated based on Grünwald-Letnikov, Caputo, or Riemann-Liouville definitions [21], 

[22]. The simulation and the implementation of a fractional-order physical system require 

its approximation by a transfer function of integer-order finite-dimension. In recent years, 

several approximation methods have been developed using continuous rational models, 

including Carlson's method, Oustaloup's method, Matsuda's method, Charef's method [22], 

[23]. 

Proportional Integral Derivative PID controller is one the most used in the 

industrial area. Eq. (96) shows the PID controller expression [24]. 

( ) i
PID p d

k
C s k k S

S
= + +                                                                                               (96) 

In 1999, Podlubny proposed a Fractional Order Proportional Integral Derivative 

FOPID to improve the control performance by adding two extra real parameters, λ and μ. 

The FOPID controller is defined by the following mathematical expression [25]:  
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( ) , ( , 0)i
FOPID p d

k
C s k k S

S

µ
λ λ µ= + + >                                                              (97) 

Figure 84 illustrates the scheme of a closed-loop system with fractional controller 

PIλDδ.  

 
Figure 84: Scheme of a closed-loop system with fractional controller PIλDδ. 

The fractional PIλ controller is presented by Eq. (98), where (kp, ki ∈ ℜ) are the 

proportional and integral parameters to design the controller, and (λ ∈ ℜ+) is the order of 

the S operator to design the controller (0< λ <1). In dynamic system control, the challenge 

is determining the FOPI parameters in such a specific way that a pre-determined set of 

control objectives is attained. 

( ) , ( 0)i
FOPI p

k
C s k

Sλ λ= + >                                                                                   (98) 

Figure 85 illustrates the scheme of a closed-loop system with fractional controller 

PIλ. 

 
Figure 85: Scheme of a closed-loop system with fractional controller PIλ. 

As mentioned above in this section, there are several methods for approximating 

the fractional order controller. In this work, we used the FOMCON Toolbox based on the 
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method of Oustaloup’s recursive approximation, where the method is based on the 

approximation of S
λ in desired frequency band ω ∈ [ωb; ωh] by the following rational 

function [26]. 

N
i

i N i

S
S C

S

λ ω
ω=−

′+=
+∏                                                                                                         (99) 

ω'i, ωi, and C: are the zeros, poles, and gain of the rational function, respectively. 

N: the approximation order. C: a gain. The following formulas can calculate the 

parameters of Sλ: 

( )
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1
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1
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ω
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
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 

                                                                                            (100) 

5.4.2 Brief facts on the Genetic Algorithm GA 

John Holland and his partners introduced the Genetic Algorithms in 1975. A 

Genetic Algorithm (GA) is a model of biological evolution and is one of the first 

evolutionary algorithms. This algorithm can be an excellent method for solving 

optimization problems if well configured in a data space [22]. The optimization aims to 

find a better solution to a specific problem considering one or several criteria concerning 

the system's characteristics and the imposed constraints. The best solution is found from a 

set of solutions through randomized processes based on producing a new generation of 

solutions. The method of finding the best solution applies three leading operators in 

succession: selection, crossover, and mutation, to the current population. These operations 

are repeated until a stopping criterion is satisfied [27]-[29]. 

Figure 86 illustrates the procedure of a genetic algorithm. There are five main 

phases in the genetic algorithm. (1): Initial population, (2): Fitness function, (3): Selection, 
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(4): Crossover, and (5): Mutation. 

 
Figure 86: Flowchart of a Genetic Algorithm. 

Based on the article [30] and the papers [31], [32], we can describe the basic steps 

of the Genetic Algorithm as: 

(1): Initial Population: At first, the initial population is created randomly. The 

procedure starts with a set of initial individuals that we call a population. Where each 

individual is a solution to the problem, we want to solve. An individual is identified by a 

set of variables (parameters) called genes. The genes are combined into a string to form a 

chromosome (solution). In the genetic algorithm, the set of the individual's genes is 

described by a string in an alphabet. Usually, binary code values (a string of 1 and 0) are 

chosen. It is said that the genes are coded in a chromosome. Figure 87 illustrates an 

example of population, chromosomes and genes. 
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Figure 87: An example of Population, Chromosomes and Genes in genetic algorithm. 

(2): Fitness Function: The second step of GA is to evaluate the data using the 

fitness function and check the met of stopping criteria. The fitness function determines the 

ability of an individual (his capacity to compete with other individuals) and provides a 

fitness score for each individual. The probability that an individual will be chosen for 

selection (reproduction) is related to its fitness score. 

(3): Stopping criteria: The stopping criteria are essential property for GAs. The yes 

answer terminates the iteration and displays the result. The no answer allows the 

possibility of a selection of parents. Among the criteria proposed in the literature, we can 

cite the maximum number of generations, the elapsed time. 

(4): Selection: Selection is an operation that allows selecting the fittest individuals 

of a population and eliminating the bad ones. Two pairs of individuals (parents) are 

chosen from the individuals that have high fitness scores. The aim is to pass the genes of 

the fittest individuals to the next generation. There are many selection methods in the 

literature: selecting individuals by the artificial roulette system, selection by rank. 

(5): Crossover is an essential mechanism of the genetic algorithm that allows the 

production of chromosomes that partially inherit the parents' characteristics. In this phase, 

each pair of parents to be mated has a cross point that is randomly selected from the genes. 

Offspring are formed through the exchange of genes between the parents until the met of 
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the crossover point. Crossover aims to allow the recombination of the information present 

in the genetic heritage of the population. We distinguish many crossover point methods, 

including One-point crossover and Two-point crossover, as shown in Figures 88 and 89, 

respectively. Through crossover alone, the next generation will only know what the 

previous generation knows, which is the drawback of crossover alone. 

 
Figure 88: An example of One-point crossover in genetic algorithm. 

 
Figure 89: An example of Two-point crossover in genetic algorithm. 

(6): Mutation: is a simple concept that plays a disruptive role: introducing noise 

into the population. It randomly modifies the characteristics of a solution. The mutation is 

a significant step in the genetic algorithm because it allows us to introduce and maintain 

diversity within our population of solutions. Therefore, a mutation covers the crossover 

drawback. Figure 90 illustrates examples of a mutation in a chromosome. 
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Figure 90: Examples of mutation process in the genetic algorithm. 

There are many advantages of genetic algorithms compared to the traditional 

optimization algorithms, such as the ability to deal with several complex problems 

(stationary (time-invariant), non-stationary (time-variant), linear, nonlinear, continuous, 

discontinuous, noisy system). The concept of GA is easy to understand. GA supports 

multi-objective optimization. GA requires less information about the problem. The genetic 

algorithm searches for solutions to the problem in parallel since the multiple offspring of a 

population act as independent agents, the population (or any subgroup) can explore the 

search space in many directions simultaneously. On the other part, genetic algorithms also 

have some disadvantages, such as GA is a slow process, thus computationally expensive, 

i.e., time-consuming. The major obstacle of genetic algorithms is the presentation of the 

objective function. There isn’t a method or expression to set the parameters of the genetic 

algorithms (number of population, size, and choice of the suitable method in crossover and 

promising method in mutation for a specific problem). Notwithstanding these 

shortcomings, genetic algorithms remain popular optimization algorithms used for 

advanced control of engineering systems [33]-[35]. 

5.4.3 Brief facts on the Particle Swarm Optimization PSO 

In the 1990s, many researchers have proposed studies of the social behavior of 
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animal groups. These studies showed that some animals livening in swarms could share 

information among their group as the birds and fishes, and such capability for searching 

any target or food. According to the study’s results of the animal social behavior, Eberhart 

and Kennedy (1995) are proposed the Particle Swarm Optimization (PSO). PSO is a 

stochastic diffusion algorithm and part of the family of swarm intelligence (SI). The 

swarm’s intelligence family is a cooperation between agents. The PSO algorithm is 

inspired by the social behavior (cooperation) of flocks, birds, and fishes. Currently, SI 

algorithms are adapted to solve various discrete or continuous problems; also, the 

algorithms have been used in several research areas [36], [37]. 

In the PSO model, a swarm consists of several members. Each swarm member is a 

particle associated with a vector of parameters and solves the problem. In the beginning, 

the particle’s velocity and position are defined as (Vi) and (Xi), respectively, where its 

initial position is treated as its best position (Pbest). The particles are initialized with a 

random position and velocity. Then, the fitness of each particle is evaluated using the 

fitness function. The global best particle (Gbest) is selected according to the minimum 

fitness value. The particles move in a D-dimension search space using three factors. (1): 

The past behavior of (Gbest); (2): The past behavior of (Pbest); and (3): The inertia weight 

(w). The new velocity (Vi+1) and position (Xi+1) of each particle is calculated using the 

formulas (101) and (102) respectively [38]-[40]. c1, c2: are acceleration coefficients, where 

c1 is the cognitive constant and c2 is the social constant. r1, r2: are random numbers of the 

cognitive and social terms. wmin, wmax: are the minimum and the maximum limits of the 

inertia weight. NIter, k: are the iterations number and the current iteration. 

[ ] ( ) ( )1 1 1 2 2i i best i best iV V w c r P X c r G X+ = × + × − + × −                                     (101) 

1 1i i iX X V+ += +                                                                                                            (102) 

max min
max

Iter

w w
w w k

N

 −= − × 
 

                                                                                 (103) 

Figure 91 illustrates the flowchart of the particle swarm optimization. There are 

three main phases in the PSO algorithm. (1): Initial population, (2): Fitness function, (3): 

Particles' movement (Update the velocity and the position of particles). 
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Figure 91: Flowchart of a Particle Swarm Optimization Algorithm. 

Like the other intelligent algorithms, also PSO has advantages and disadvantages. 

It is easy to understand the working principle of PSO and then modify and implement it. 

The PSO doesn't use selection, which means all population members survive from the 

beginning to the end of the algorithm. PSO has fewer parameters for tuning. PSO doesn't 

need the calculation of the error function gradient. PSO doesn't need good beginning 

points or detailed knowledge about the most promising zones of the search space. PSO is 

efficient in finding the optimal solution in global optimization. PSO techniques can give a 

high-quality solution with rapid convergence and shorter calculation time compared to the 

genetic algorithm.  

On the other hand, the well-known disadvantages of PSO are: PSO is weak for 

finding the optimal solution in the local optimization. PSO method requires a longer 

computation time than the mathematical approaches. To PSO programming, there is the 



CHAPTER 5 CONTROL TECHNIQUES FOR A FIVE-LEVEL SERIES RESONANT INVERTER 

 

125 
 

problem of finding the optimal design and the initial setting of the parameters [41]-[43]. 

NOTE: The Particle Swarm Optimization (PSO) and the Genetic Algorithm (GA) 

can be applied to similar types of problems. PSO and GA are algorithms of iterative type, 

and they are used as cost functions. The difference between the PSO and the GA is that 

GA doesn’t traverse the search space like birds in flight, covering the intervening areas. 

PSO algorithm needs normalization of the input vectors to achieve faster convergence. GA 

operates more like Monte Carlo, where the candidate solutions are random, and the best 

solutions are chosen to compete with a new set of random solutions. 

5.4.4 Design of the GA-based PIλ for the five-level series resonant inverter 

This subsection aims to design a fractional controller (PIλ) utilizing the genetic 

algorithm (GA) for a five-level series resonant inverter. The GA-based PIλ is used to 

implement a closed-loop system for controlling the output capacitor voltage of the system. 

The controller synthesis is done using the small-signal model of the five-level series 

resonant inverter (CHAPTER 4). Firstly, we synthesize the control scheme. The next step 

is a numerical application to test the synthesized control scheme and the designed 

controller. The results are obtained using the Matlab/Simulink environment. The scheme 

of GA-based PIλ controller is given in Figure 92. 

 
Figure 92: Scheme of the GA-based PIλ controller. 

The expressions of the common criteria to evaluate a closed-loop controller 

performance are given in Eq. 104, where: ISE: Integral of Square Error, IAE: Integral of 

Absolute Error, ITAE: Integral of Time-weighted Absolute Error, and ITSE: Integral 

Time-weighted Square Error. ISE is used to be optimized in our study. 
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The genetic algorithm is programmed in MATLAB editor, and the system model is 

built using MATLAB Simscape and Simulink libraries. The challenge is to find the 

optimal parameters so that the response of the closed-loop system is stable and robust; this 

requires a good choice of the genetic algorithm parameters concerning the population size, 

generations, crossover and mutation probabilities, etc. The available method for choosing 

the controller's best parameters is to experiment with several genetic algorithm parameters 

and then test the system's performance. Eight scenarios are selected for setting the genetic 

algorithm parameters. 

In the first scenario, the settings of the Genetic Algorithm (GA) parameters are 

given in Table 14.  

In the second scenario, we increase the number of generations to 50 and leave all 

other parameters as they are in the first scenario. In the third scenario, we increase the 

population size to 50 and leave all other parameters as they are in the first scenario. In the 

fourth scenario, we increase the population size to 50, the number of generations to 50, 

and leave all other parameters as they are in the first scenario.  

In the fifth scenario, we update the limit interval of Kp to [0, 5], the limit interval of 

Ki to [0, 10], and leave all other parameters of the first scenario. In the sixth scenario, we 

increase the number of generations to 50 and leave all other parameters as they are in the 

fifth scenario. In the seventh scenario, we increase the population size to 50 and leave all 

other parameters as they are in the fifth scenario. In the eighth scenario, we increase the 

population size to 50, the number of generations to 50, and leave all other parameters like 

the fifth scenario. 
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Table 14: Setting of the genetic algorithm parameters 

Parameter Value 

Population size 20 
Number of Generations 20 
Number of variables 3 (kp, ki, λ) 

Limit interval 

kp ∈ [0, 1] ki ∈ [0, 1] λ ∈ [0, 1] 
length of binary number 10 
Selection type Roulette 

Crossover type Random 

Mutation type Random 

Mutation probability 5 % 
Crossover probability 100 % 
Fitness function Integral of Square Error 

Stooping condition Number of generations 

Figure 93 illustrates the unit step response of the closed-loop system with the GA-

based PIλ controller. 

 

Figure 93: Unit step response of the closed-loop system with the GA based PIλ technique 

From Figure 93 of the unit step responses, we can note that GA parameters 

influence the performances of the feedback control system. The performance 

characteristics of the feedback control system with the eight scenarios are summarized in 

Table 15. Overshoot values are rounded to the nearest Hundredths (0.01). PIλ parameters, 

settling time, rise time, and peak response values are rounded to the nearest Ten 
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Thousandths (0.0001). 

Table 15: PIλ parameters and performances characteristics of the feedback control system with GA 

Scenario 
Elapsed runtime 

(s) 

PI
λ
 

parameters 

Overshoot 

(%) 

Settling 

time (s) 

Rise 

time (s) 

Peak 

response 

Scenario 1 0372 
Kp = 0.1711 

00.00 0.0009 0.0005 0.9369 Ki = 0.2258 
λ = 0.5503 

Scenario 2 0590 
Kp = 0.1378 

01.58 0.0008 0.0005 0.9780 Ki = 0.7478 
λ = 0.3529 

Scenario 3 

 Kp = 0.1515 
19.88 0.0015 0.0002 1.1816 0606 Ki = 0.7537 

 λ = 0.0029 

Scenario 4 1559 
Kp = 0.1681 

08.02 0.0016 0.0003 1.0503 Ki = 0.3118 
λ = 0.0166 

Scenario 5 0273 
Kp = 0.1026 

25.83 0.0018 0.0003 1.2436 Ki = 1.7107 
λ = 0.1496 

Scenario 6 0672 
Kp = 0.1222 

01.40 0.0009 0.0006 0.9851 Ki = 2.0137 
λ = 0.5093 

Scenario 7 0963 
Kp = 0.1124 

03.20 0.0020 0.0006 0.9770 Ki = 0.2121 
λ = 0.1496 

Scenario 8 2115 
Kp = 0.1173 

08.11 0.0021 0.0005 1.0682 Ki = 5.2590 
λ = 0.5112 

To evaluate the performances characteristics of the GA-based PIλ controller, we 

define the following design criteria: overshoot less than 5% and less value possible of 

settling time (2%). According to the design criteria, the best-achieved parameters of the 

PIλ controller using GA are given in Table 16. 

Table 16: The best-achieved parameters of PIλ controller using genetic algorithm 

PI
λ
 controller parameters Value 

Kp 0.1378 
Ki 0.7478 
λ 0.3529 

NOTE: The best parameters of the PIλ controller using the genetic algorithm given 

in table 16 are valid in the case of the unit step reference. For example, if the target value 

(set-point) is set to 10, the MATLAB model possibly not be executed and will display an 
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error. Testing the system's performance under a variable reference or disturbances requires 

searching for other genetic algorithm parameters then a new execution of the GA pseudo-

code taking into account the variable reference and the disturbances to ensure the 

controller works. This problem is one of the drawbacks of the GA-based PIλ technique. 

Furthermore, the selected limit intervals in the GA parameters setting can give singularity 

problems and stop the simulation. The singularity might be solved by resetting the upper 

or lower bound of the limit intervals. 

5.4.5 Design of the PSO-based PIλ for the five-level series resonant inverter 

In this subsection, the design of the PSO-based PIλ controller for the five-level 

series resonant inverter is discussed. The technique is used to implement a closed-loop 

system for controlling the output capacitor voltage of the system. The control synthesis is 

done using the small-signal model of the five-level series resonant inverter (CHAPTER 4). 

Firstly, we present the control scheme and the pseudo-code of the particle swarm 

optimization. Then, a numerical application is made for testing the control scheme and the 

designed controller. The simulation model and results are given using a Matlab/Simulink 

environment. Scheme of the PSO-based PIλ controller is given in Figure 94. 

 
Figure 94: Scheme of the PSO-based PIλ controller. 

The fitness function is the ISE criteria. The PSO algorithm is programmed in 

MATLAB editor, and the system model is built using MATLAB Simscape and Simulink 

libraries. We select eight scenarios to test the system's performance and then find the best 

parameters of the PSO. In the first scenario, the settings of the PSO algorithm parameters 

are given in Table 17. 
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In the second scenario, we increase the iterations number to 60 and leave all other 

parameters like the first scenario. In the third scenario, we increase the population size to 

30 and leave all other parameters like the first scenario. In the fourth scenario, we increase 

the population size to 30, the iterations number to 60, and leave all other parameters like 

the first scenario. In the fifth scenario, we increase the population size to 30, the iterations 

number to 100, and leave all other parameters like the first scenario. In the sixth scenario, 

we increase the population size to 60, decrease the iterations number to 10, and leave all 

other parameters like the first scenario. In the seventh scenario, we increase the population 

size to 60, and leave all other parameters like the first scenario. In the eighth scenario, we 

increase the population size to 60, the iterations number to 60, and leave all other 

parameters like the first scenario. 

Table 17: Setting of the particle swarm optimization parameters 

Parameter Value 

Population size 10 
Iterations number, NIter 30 
Number of variables 3 (kp, ki, λ) 

Limit interval 

kp ∈ [0, 5] ki ∈ [0, 10] λ ∈ [0, 1] 
Cognitive constant, c1 2.05 
Social constant, c2 2.05 
Minimum inertia weight, wmin 0.4 
Maximum inertia weight, wmax 0.9 
Fitness function Integral of Square Error 

Stooping condition Number of iterations 

Figure 95 illustrates the unit step response of the closed-loop system with the PSO-

based PIλ controller. 

From Figure 95 of the unit step responses, we can note that PSO parameters 

influence the performances of the feedback control system. Also, finding a direct or 

indirect correlation between PSO parameters (Population size, Iterations number) and 

system performance is complex and requires several tests using a high-performance 

computer. The performance characteristics of the feedback control system with the eight 

scenarios are summarized in Table 18. Overshoot values are rounded to the nearest 

Hundredths (0.01). Settling time, rise time, and peak response values are rounded to the 

nearest Ten-Thousandths (0.0001). 
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Figure 95: Unit step response of the closed-loop system with the PSO-based PIλ technique 

 

Table 18: PIλ parameters and performances characteristics of the feedback control system with PSO 

Scenario 
Elapsed runtime 

(s) 

PI
λ
 

parameters 

Overshoot 

(%) 

Settling 

time (s) 

Rise 

time (s) 

Peak 

response 

Scenario 1 032 
Kp = 0.2770 

00.00 0.0006 0.0003 0.9644 Ki = 3.9438 
λ = 0.9310 

Scenario 2 082 
Kp = 0.2533 

00.00 0.0011 0.0003 0.9996 Ki = 0.4969 
λ = 0.1670 

Scenario 3 

 Kp = 0.2171 
06.17 0.0014 0.0002 1.0518 121 Ki = 4.9046 

 λ = 0.4152 

Scenario 4 216 
Kp = 0.3545 

02.89 0.0005 0.0002 0.9954 Ki = 2.3064 
λ = 0.9765 

Scenario 5 184 
Kp = 0.1897 

23.45 0.0012 0.0002 1.2232 Ki = 2.6573 
λ = 0.2160 

Scenario 6 084 
Kp = 0.2452 

01.05 0.0005 0.0003 0.9798 Ki = 0.4486 
λ = 0.2496 

Scenario 7 250 
Kp = 0.3209 

05.83 0.0011 0.0002 1.0412 Ki = 0.5439 
λ = 0.0338 

Scenario 8 388 
Kp = 0.1843 

00.78 0.0007 0.0004 0.9792 Ki = 1.3594 
λ = 0.4401 
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From Table 18, the elapsed runtime of the PSO algorithm proves the rapid 

convergence of PSO compared to the genetic algorithm. Also, finding results demonstrates 

the ability of the PSO algorithm. 

The best controller parameters must be chosen for the good performance of the 

system, when selecting the parameters, the following criteria must be respected in order: 

overshoot less than 5% and less value possible of settling time (2%). According to the 

design criteria, the best-achieved parameters of the PIλ controller using PSO are given in 

Table 19. 

Table 19: The best-achieved parameters of PIλ controller using particle swarm optimization 

PI
λ
 controller parameters Value 

Kp 0.2452 
Ki 0.4486 
λ 0.2496 

NOTE: As the genetic algorithm case, the best parameters of the PIλ controller 

using the PSO algorithm given in Table 19 are valid only for the unit step reference. For 

example, if the target value (set-point) is set to 5, the MATLAB model possibly not be 

executed and will display an error. Also, testing the system's performance under a variable 

reference or disturbances requires searching for other PSO parameters. Then, a new 

execution of the PSO pseudo-code considers the variable reference and the disturbances to 

ensure the controller works. This problem is one of the drawbacks of the PSO-based PIλ 

technique. Furthermore, the selected limit intervals or some values in the PSO parameters 

setting can give singularity problems and stop the simulation. The singularity might be 

solved by resetting the parameters. 

5.5 Comparisons between the implemented control techniques 

Table 20 presents a summary of the parameters and the performance comparison 

between the CDM-based PI, Adaptive, GA-based PIλ, and PSO-based PIλ control 

techniques. Figure 96 illustrates the closed-loop step responses of the system using the 

designed control techniques. 
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Table 20: Performance comparison of the designed control techniques 

Method 
Elapsed 

runtime (s) 

Controller 

parameters 

Overshoot 

(%) 

Settling 

time (s) 

Rise 

time (s) 

Peak 

response 

CDM-based PI 0.45 
Kp = 0.0031 

01.83 0.0126 0.0088 1.0183 
Ki = 2.6952 

Adaptive 4.29 

ωn = 100 

00.15 0.05 0.03 1 
ξ = 0.9 

γ1 = -20.65 

γ2 = 6.1797 

GA-based PIλ
 590 

Kp = 0.1378 
00.13 0.0009 0.0005 0.9787 Ki = 0.7478 

λ = 0.3529 

PSO-based PIλ
 084 

Kp = 0.2452 
01.05 0.0005 0.0003 0.9798 Ki = 0.4486 

λ = 0.2496 

From Table 20, the execution time (elapsed runtime) demonstrates the speed of the 

CDM technique compared to the Adaptive, PSO, GA techniques, respectively. The 

performance of the closed-loop system with the designed control techniques is well 

because each control technique provides an overshoot of less than 2%, max settling time 

of 50 ms, max rise time of 30 ms, peak response of 1 approximately. 

 

Figure 96: The closed-loop step response comparison of the system using the designed control techniques 

Figure 96 of the unit step responses shows that the GA-based PIλ and PSO-based 

PIλ controllers are faster than the CDM-based PI and Adaptive controllers; also, the CDM-
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based PI controller is faster than the Adaptive controller. Moreover, in the selected 

simulation time, the closed-loop step responses of the system achieve a zero value of 

steady-state error when using CDM-based PI or Adaptive controllers. There is acceptable 

steady-state error SSE of the system responses when using GA-based PIλ or PSO-based 

PIλ controllers, but this SSE value is due to step input. Maybe the SSE value will be higher 

than the desired value if the set-point (reference input) is changed to a higher value. 

However, the GA and PSO can achieve good results when updating the reference value or 

adding a new disturbance value with a new execution of the algorithms considering the 

modifications. On another part, the figure shows that adaptive control has a delay of 5ms 

approximately to start, and there aren't delays with the other control technique. 

An example of the robustness test of the designed control techniques under 1% 

disturbance is carried out, Figure 97 presents the achieved results. 

 

Figure 97: The closed-loop step response comparison of the system using the designed control techniques 

when adding 1% disturbance. 

The curves of Figure 97 show that a perturbation of 1% is efficiently ignored using 

the four control techniques. The Zoom in demonstrates that the system responses return to 

the reference trajectory within 20 ms using the CDM-based PI control, within 30 ms using 

the adaptive control, and within 2 ms using the GA-based PIλ or the PSO-based PIλ 

control. 



CHAPTER 5 CONTROL TECHNIQUES FOR A FIVE-LEVEL SERIES RESONANT INVERTER 

 

135 
 

According to the obtained simulation results, it can be seen that the intelligent 

algorithms give us better results than the CDM and the adaptive methods, and PSO gives 

us better results than the GA. Based on the achieved results, we can't give a direct opinion 

and say that a specific method is better than the other methods because the parameters 

setting of methods plays a significant role in the quality of the results. Key remarks of the 

comparison are: 

Remark 1: The coefficient diagram method (CDM) is a simple algebraic 

approach, which makes it the faster method for getting the results. 

Remark 2: Adaptive is an online method for controlling the systems. CDM, GA, 

and PSO are offline techniques for tuning the controllers’ parameters. 

Remark 3: The advantage of intelligent algorithms is that the user does not need 

any knowledge about the system or much information; the user sets the parameters and 

leaves the algorithm search the solution in space. In intelligent algorithms, the fitness 

function plays an essential part in the quality of the results. 

Remark 4: A feedback control system's task is to ensure that the system output has 

desired performances and characteristics. 

Remark 5: Intelligent algorithms (PSO, GA) are considered the best techniques 

for rapid response and robustness. CDM is regarded as the best technique in terms of 

elapsed runtime. Adaptive is viewed as the best technique in terms of steady-state 

response. 

Remark 6: Understanding the basics of the genetic algorithm allows you to 

develop new genetic algorithms because there aren’t any precise criteria or methods to 

choose the good crossover point or the good mutation method; always tests and 

comparison are the existing methods for choosing the parameters. 

Remark 7: In the systems control field, sometimes the user needs speed, other 

times he needs precision; As these factors guide the user to choose the best control method 

for the system. For example, in the induction heating process, there are heat efficiency and 

heating speed. 
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5.6 Summary 

In this chapter, some control techniques have been introduced and designed for the 

proposed five-level series resonant inverter. A coefficient diagram method CDM has been 

investigated to find the optimal parameters of the proportional-integral controller. The 

MRAC based MIT rule has been designed for controlling the five-level series resonant 

inverter. The intelligent algorithms GA and PSO have been investigated to find the 

optimal parameters of the fractional proportional-integral controller. Moreover, a 

comparison between the designed control techniques has been given; the results show the 

efficiency and ability of intelligent algorithms. But, there are challenges when using 

intelligent algorithms like the parameters setting; there isn’t a direct method to set the 

parameters of the algorithms; also, there isn’t a single model that works best for all 

possible situations. 
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CHAPTER 6 CONCLUSION 

In this chapter, a summary of the thesis' main points and recommended future 

works are presented. 

6.1 Summary of key points 

The thesis addresses the topic “Contribution to the modeling and advanced control 

of a multilevel resonant inverter”. After organizing the bibliographical research on the 

subject, we have proposed new circuits in the power electronics field: the improved 

asymmetrical Twenty-one level inverter and the five-level resonant inverter. The 

presented circuit of a five-level series resonant inverter combines the advantages of the 

multilevel inverter with reduced device count and the physical phenomenon “resonance” 

characteristics. Furthermore, a modeling of the proposed circuit was performed using the 

small-signal model technique. Eventually, four control techniques for the five-level series 

resonant inverter were discussed. The control techniques are PI-based on Coefficient 

Diagram Method (CDM), the Model Reference Adaptive Control (MRAC) using MIT 

rule, the fractional controller (PIλ) design using the Genetic Algorithm (GA), the fractional 

controller (PIλ) design using the Particle Swarm Optimization (PSO). The thesis consists 

of six chapters with a bibliography and appendices. 

Chapter 1 focuses on introducing the research topic and its importance, presenting 

and discussing the study's problem based on the perspectives and shortcomings of similar 

previous works. Also, this chapter identifies the study approach adopted to investigate the 

topic: the analytical approach, the experimental approach, the comparative approach. In 

addition, the chapter presents the organization of the thesis. 

Chapter 2 of this thesis deals with state of the art about inverters and electrical 

control systems; for a clear presentation of the information gathered from the bibliography 

references, the chapter was split into two parts. In the first part, the chapter presents a 

number of the latest valuable information that researchers have achieved; the information 

gives new concepts and knowledge to the reader about the topologies and modeling 

techniques of resonant inverters. Also, the chapter presents the multilevel inverters and 
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their modulation strategies, where an emerging topology with a reduced number of 

components is used in this study because of its many advantages. Part two focuses on the 

electrical control systems, where much information about the controller actions was 

presented; also, the classical and advanced control techniques were discussed. The second 

chapter was concluded with positioning our study based on the state of art. The choice of 

topology, a resonant circuit, the modulation technique, the small-signal model method, 

and the control techniques was justified. Generally, the chapter is very significant and can 

be cited to write scientific articles. 

Chapter 03 presents the proposed circuit of the five-level series resonant inverter, 

in which the circuit analysis was carried, and the principle of its operation was presented. 

The circuit consists of 02 DC power supplies, 06 electronic switches, capacitance, 

resistance, and inductance. It was important to note that the resonant inverter is an 

interesting component in technological development in telecommunication, wireless 

energy transfer, induction heating processes. This chapter gives brief information about 

the physical phenomenon “resonance” and the mathematical expressions for 

understanding the proposed circuit. 

Chapter 4 of this thesis provides the mathematical modeling of the five-level series 

resonant inverter using the small-signal method. The artificial neural network-based 

selective harmonic elimination technique SHE was employed for the modulation of the 

five-level inverter. The small-signal model of the proposed circuit was developed to aid in 

the control design. The transfer functions of the system were derived from the developed 

small-signal model, and the model was validated using frequency response (Bode 

diagram). To validate the proposed circuit and the small-signal model the 

MATLAB/SIMULINK software was used. The experimental results were obtained by 

using different tools of implementation, measurements, and tests like Electronic switches 

(MOSFET switches), digital oscilloscope (GWINSTEK), DC power supplies, electrical 

power components (Resistance, Inductance, Capacitor); the switching signals was 

implemented in real-time using an embedded board C2000 Delfino DSP320F28379D. 

This chapter presents clear and interesting results for researchers, where it gives useful 
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information to remove confusion about the modeling of converters by the small-signal 

model. A step-by-step tutorial for modeling the proposed five-level series resonant 

inverter using a small-signal method was presented. Also, this chapter reinforces the 

information contained in the previous works and gives a new perspective about the 

application of the small-signal method. 

Chapter 5 describes four techniques for controlling the five-level series resonant 

inverter. The first part of chapter 05 presents the coefficient diagram method "CDM" for 

designing a high-performance PI controller, where the design and simulation of the CDM-

based PI control for the five-level series resonant inverter was discussed. The second part 

of Chapter 05 introduces adaptive control for the controller design of a system. The third 

part of chapter 05 discusses the fractional controller and the intelligent algorithms for 

optimizing the controller parameters. The fractional PIλ based on PSO, and the fractional 

PIλ based on GA were explained. The four control techniques were designed for the five-

level series resonant inverter. The system performances were tested in the closed-loop 

with unit step and variable step. Also, the robustness of the controller was evaluated by 

applying disturbances to the system parameters. Eventually, a comparison was done 

between the four control techniques. This chapter is very significant because it provides a 

number of brief facts about the advanced control techniques. 

Circuit analysis, modeling, closed-loop control, and simulation were performed in 

the continuous conduction mode. Voltage control mode was employed for the five-level 

series resonant inverter. 

Chapter 6 concludes the thesis. In this chapter, a summary of the thesis' main 

points and recommended future works were presented. In addition, the field was opened to 

researchers to address several topics based on the topic at hand using the given 

recommendations. 

Generally, this research work has allowed us to enrich our knowledge in several 

areas, as the emerging power electronics, control theory, resonant inverters, multilevel 

inverters, programing of the embedded boards (Arduino, DSP) and the dSPACE DS1104, 

simulation with MATLAB/Simulink, Design and realization of the PCB boards, and 
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writing the scientific articles and reports. 

Among the challenges of getting this research done was missing a powerful 

personnel PC to simulate the systems and control methods. In addition, the expensive cost 

of the electronic components and the difficulty to obtain them. However, the internship 

awarded from UHBC to conduct experiments at PEARL was the key to overcoming the 

challenges and accomplishing some scientific papers on the part of my thesis topic. 

The next section of this thesis is dedicated to the future plans based on the current 

discussed work. Some of the proposed and recommended works could be a topic of a new 

research plan. 

6.2 Future works 

It will be interesting to implement other resonant inverters at high-frequency using 

SiC Mosfets, but experimental tests are dangerous at high-frequency because the voltage 

or current will be amplified as shown in the thesis results, and these requires many safety 

precautions, the availability of special measuring and analysis equipment and money for 

funding the research. 

The experimental implementation for the proposed control techniques and 

publishing the results of controllers design are our future purpose. The digital controller 

design and the modeling of the system in discrete-domain will be attractive because the 

digital control has many advantages like the low cost of implementation compared to 

analog one; also, the manipulation and adaptation of parameters in the digital control is 

easy and accurate. 

To address new research subjects, we opened the way to study other configurations 

of resonant inverters like the Five-level parallel resonant inverter as presented in Figure 98 

and The Five-level LLC resonant inverter as shown in Figure 99. 
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Figure 98: Topology of the Five-level parallel resonant inverter. 

 

Figure 99: Topology of the Five-level LLC resonant inverter. 

Also, as a recommendation, it would be beneficial to feed the inverter by a 

renewable energy system as PV solar or Wind or a hybrid system as PV-Wind, where 

these sustainable energies have attracted the attention of the human. Figure 100 illustrates 

the five-level series resonant inverter supplied by renewable sources. Sustainable energies 

have many benefits: environmental and economic. The most advantages of sustainable 

energies are reducing air pollution, reducing global warming, and lowering electricity 

production prices. 

 

Figure 100: Block diagram of the five-level series resonant inverter supplied by renewable sources. 
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In the industrial trend, it would be beneficial to use the five-level LLC resonant 

inverter for the induction heating process, as shown in Figure 101. The power of the 

induction heating system can be increased, and the control is convenient, especially with 

the development of high-speed mini processors with high performances, and the huge 

development of power semiconductors that support high frequency with good power, such 

as SiC Mosfet and GaN. 

 

Figure 101: Five-level LLC resonant inverter for induction heating process 

Finally, to achieve a more satisfactory performance, we opened the way to address 

the following points: (1): Use a neural network-based control technique. (2): Analysis and 

design of Internal Model Control (IMC). (3): Use the recent Model Predictive Control 

(MPC) techniques for controlling the system. (4): Implementation of other improved 

Intelligent Algorithms. 
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APPENDIX A 

The general algorithm of Newton-Raphson for selective harmonic elimination 

The algebraic system of nonlinear equations: 

) cos�3?� − cos�3@� + ⋯  ∓ cos�3C� = D �4⋮cos�F3?� − cos�F3@� + ⋯  ∓ cos�F3C� = 0 

n: The odd harmonic ranks 

P: The number of switching angles in quarter waveform. 

M: Modulation Index, where D = GHI  

The switching angles: 

3J = [3?J ;  3@J; … ;  3CJ] 
The nonlinear system can be written: 

OP3JQ = R 

OP3JQ = S cos�3?J� − cos�3@J� ⋯ ∓ cos�3CJ�⋮ ⋮ ⋱ ⋮cos�F3?J� − cos�F3@J� ⋯ ∓ cos�F3CJ�U 

R = SD VW⋮0 U 

Derivate of the nonlinear system matrix: 

XYO�3�Y3 ZJ = S − sin�3?J� sin�3@J� ⋯ ∓ sin�3CJ�⋮ ⋮ ⋱ ⋮−F sin�F3?J� F sin�F3@J� ⋯ ∓F sin�F3CJ�U 

The statement of algorithm: 

1. Set of initial values for 3J with j=0: 

3J = [3?J ;  3@J; … ;  3CJ] 
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2. Calculate the value of: 

OP3JQ = OJ 

3. Linearize system of equation about 3J 

OJ + XYOY3ZJ \3J = R 

 Such as: 

\3J = ]\3?J ⋯ \3CJ^_
 

4. Solve \3Jfrom equation: 

\3J = S`Fa bXYOY3ZJcU PR − OJQ 

5. Update the initial values: 

3Jd? =  3J + \3J  

6. Repeat the process for equations until: 

\3J  is satisfied to the desired degree of accuracy. 

The solution must satisfy the condition: 0 < 3? < 3@ < ⋯ < 3C < V@ 
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APPENDIX B 

Newton-Raphson algorithm to calculate the appropriated switching angles for 

elimination of third harmonic and their multiples in five-level inverter. 

The algebraic system of nonlinear equations: 

cos�θ?� − cos�θ@� = π4 M 

cos�3θ?� − cos�3θ@� = 0 

The initial values of switching angle:     3J = [3?J;  3@J] 
The nonlinear system can be written:    OP3JQ = R 

Where : 

OP3JQ = i cos�3?J� − cos�3@J�cos�33?J� − cos�33@J�j 

R = iD �40 j 

Derivate of the nonlinear system matrix OP3JQ : 
XYO�3�Y3 ZJ = i − sin�3?J� sin�3@J�−3 sin�33?J� 3 sin�33@J�j 

The statement of algorithm is shown as follows: 

1. Set of initial values for 3J with j=0: 

3� = i3?�3@�j 

2. Calculate the value of: 

O�3�� = O� 

3. Linearize system of equation about 3� 
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O� + XYOY3Z� \3� = R 

 Such as: 

\3� = i\3?�\3@�j 

4. Solve \3�from equation: 

\3� = S`Fa bXYOY3Z�cU �R − O�� 

Where `Fa klmnmop�q is the inverse matrix of:  lmnmop�
 

5. Update the initial values: 

3Jd? =  3J + \3J  

6. Repeat the process for equations until: 

\3J  is satisfied to the desired degree of accuracy. 

The solution must satisfy the condition: 0 < 3? < 3@ < V@ 

 


