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Abstract

This work intends to study from the first principles the structural stability, electronic,

magnetic and thermoelectric properties of the new hypothetical full-Heusler compounds

Mn2LiZ (Si, Ge, Sn, Al, Ga and In). We use the density functional theory implemented

by the linearized augmented plane wave method to perform structural optimization and

electronic structure calculations. As a main result, from the analysis of the total energies

of different systems, we find that the compounds with Z is Si, Ge, Al and Ga are struc-

turally, mechanically and thermodynamically more stable in the inverse Heusler structure

(XA structure). The electronic structure investigation shows that Mn2LiSi, Mn2LiGe and

Mn2LiSn are half-metallic ferrimagnetic with wide energy gaps and smaller total magnetic

moments. We obtain a spin gapless semiconductor and nearly spin semimetallic proper-

ties with zero total spin moments in the Mn2LiAl and Mn2LiGa, respectively. The ex-

change interactions are determined within the Korringa-Kohn-Rostoker Green’s function

framework. We show that the calculated inter-sublattice exchange interaction presents

a dominant contribution to the exchange. Having determined the exchange interactions,

we can deduce the Curie temperature in the mean-field approximation. Due to the large

values of the inter-sublattice exchange reactions, we find that the Curie temperature is

much higher than room temperature for all compounds, a prerequisite in spintronics. In

the present study, we also calculated and discussed the electronic transport properties

based on the semi-classical Boltzmann transport theory.
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 ملخص
 

 

ونية والمغناطيسية  يهدف هذا العمل من خلال المبادئ الأولى إلى دراسة الثبات الهيكلي والخواص الإلكتر

اضية الجديدة الكاملة والكهروحرارية لمركبات هوسلر   .Mn2LiZ (Si, Ge, Sn, Al, Ga and In) الافتر

ن  نستخدم نظرية الكثافة الوظيفية المنفذة بواسطة طريقة الموجة المستوية المعززة الخطية لإجراء التحسي 

ونية.  كنتيجة رئيسية، انطلاقا من تحليل نتائج الطاقات الكلية للأنظمة  الهيكلي وحساب البنية الإلكتر

هي أكتر استقرارًا من الناحية الهيكلية والميكانيكية  Gaو  Alو  Geو  Siهي  Zالمختلفة، نجد أن المركبات مع 

ي هيكل  هوسلر 
ن
ونية أن  (.XA)هيكل  معكوسال والديناميكية الحرارية ف ن دراسة البنية الإلكتر و  Mn2LiSiتبي 

Mn2LiGe  وMn2LiSn ية  هم عبارة عن مغانط نصف معدنية مع فجوات طاقة واسعة وعزوم   فت 

ن  صغر. أمغناطيسية اجمالية  ن أشباه الموصلات عديمة الفجوة وما يقرب من سبي  نحصل عل خصائص  سبي 

ي المركبات 
ن
. Mn2LiGaو  Mn2LiAlاشباه معادن مع صفر عزوم مغناطيسية اجمالية  ف يتم  ، عل التوالىي

نظهر أن تفاعل التبادل  تحديد تفاعلات التبادل ضمن إطار وظيفة غرين بطريقة كورينجا كوهن روستوكر. 

ي التبادل. 
ن
ن الشبكات الفرعية يساهم بشكل كبت  ف بعد تحديد تفاعلات التبادل، يمكننا  المحسوب ما بي 

ن  استنتاج درجة حرارة كوري بالاستعانة بتقريب متوسط الحقول.  ة لتفاعلات التبادل ما بي  نظرًا للقيم الكبت 

، وهو تكون أعل بكثت  من درجة حرارة الغرفة لجميع المركباتجد أن درجة حرارة كوري ن، الشبكات الفرعية

ونيات.  ط أساسي للسبينتر ي هذه الدراسة شر
ن
ي بناءً عل ف

ونن ا بحساب ومناقشة خصائص النقل الإلكتر
ً
، قمنا أيض

مان الشبه الكلاسيكية.  ن  نظرية النقل لبولتر
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Introduction

For decades, the field of electronics has continued to advance at a faster pace, thanks

to the so-called Moore’s Law. The latter says that the density of transistors on the

electronic chip doubles about every two years. This allows electronic devices to get smaller

and smaller and move closer to the nanoworld. But with these nanoscales being reached

nowadays, Moore’s Law would break down and thus conventional-electronic technology

would slow down or even stop progressing. The reason behind this expected decline is that

electronic miniaturization cannot continue indefinitely. In addition, the physical concepts

through which conventional transistors are constructed are somewhat incompatible with

those related to the nanoscale regime.

While electronics approaches its limits due to physical problems of miniaturization at

the nanoscale, spintronics is emerging as one of the most promising areas of science and

technology. Spin-electronics focuses on the spin as an additional degree of freedom for the

electron and makes use of the nanostructure development—thanks to a constant desire

for miniaturization—to explore functional materials and develop fast electronic devices.

An example of one of the spintronics devices of great interest is the magnetic tunnel

junction (MTJ), which consists of two ferromagnetic layers separated by a thin (about

one nanometer) insulator such as a MgO compound that acts as a barrier. This structure

is a building block for what is called magnetic random access memory (MRAM), as seen

in Figure 1. Electrons can tunnel through the barrier very differently depending on the

spin orientations of the electrodes. For the parallel orientation, the resistance of the MTJ

device is much less than that of the antiparallel one. This relative change in resistance

is called the tunnel magnetoresistance(TMR) effect and defines two states, “1”(“0”), for

high (low) resistance, currently exploited in MRAM to store information.

However, the performance of such spin-based devices depends on some factors. The

main one is the need for a highly spin-polarized current in magnetic electrodes. This is a

crucial for increasing the TMR ratio in MTJ devices, according to the Jullieres model [1]

TMR =
2P1P2

1− P1P2

,

1





observe ferro-, ferri-, antiferro-magnetism and even non-collinear magnetism between

them. The half-metallicity was found to impose certain restrictions on spin fluctuations

in Heusler compounds. This unusual behavior is attributed to the electronic hybridiza-

tion responsible for the formation of the minority gap, which has not been observed in

conventional ferromagnets such as Fe, Co and Ni [2].

Nowadays, increasing computational power is prompting material science researchers

to design new materials with outstanding properties. In this respect, the vast family of

Heusler compounds gives a great possibility and flexibility to conceive potential candidates

for spintronics using first-principles calculations, for example, searching compounds with

high spin-polarization. Although Heusler compounds are widely studied, particularly for

the half-metallic ferromagnetism, they still offer many possibilities for discovering new

innovative materials. As such, this work aims to search for desired magnetic properties,

such as finding the half-metallicity with a low total magnetic moment and high Curie

temperature in new hypothetical stable Heusler compounds. In the framework of density

functional theory, and based on some simple design, we consider Li-based full-Heusler com-

pounds for predicting new spintronics materials. One can realize full-Heusler compounds

by filling the voids contained in the half-Heusler structure with a small and electropos-

itive alkali-metal element, i.e., Lithium. This design scheme has recently been adopted

in the search for a new family of semiconducting Quaternary Heusler compounds based

on the 18-electron rule. These materials are suitable for photovoltaic and thermoelectric

applications [3].

The Thesis contains five chapters, organized as follows: After this Introduction, Part

I introduces physical concepts along with theoretical methods. Part II revolves around

the fundamental aspects that characterize the family of magnetic Heusler compounds.

While Part III presents and discusses the obtained results.Part I consists of two chapters.

In Chapter 1, theoretical methods and approaches are presented to describe the ground-

state properties. Here, the central theme is the density functional theory which is the

basis of almost all modern electronic structure calculations. First, We introduce the

Born-Oppenheimer and Hartree-Fock approaches for giving an elementary presentation

of some fundamental concepts, such as the exchange energy, and emphasizing the need

for a simpler and more reliable method. This makes it possible to gradually introduce

density functional theory, as well as its extension to treat magnetic systems. Afterward,

the practical aspect of density functional theory is discussed, and its implementation for

periodic solids is explained, including two electronic structure methods: The linearized

augmented plane wave (LAPW) and the Korringa-Kohn-Rostoker Green’s function (KKR-

GF). Chapter 2 is devoted to a brief description of magnetism and thermoelectric transport

at a finite temperature, focusing on schemes that allow parameters to be determined from

3
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the first principles. Part II contains Chapter 3. It discusses the structural, electronic

and magnetic properties of magnetic Heusler compounds. Part III examines the physical

properties of new Heusler compounds. It deals with the structural, electronic, magnetic

and electron transport properties for Mn2LiZ with (Z= Si, Ge and Sn) in Chapter 4 and

with (Z = Al, Ga and In) in Chapter 5.
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Chapter 1

Methods for the Ground-State

In this chapter, some basic methods for dealing with the ground-state properties of

solid systems are presented. The ground state corresponds to the lowest total energy of the

system, which can be determined using the variational principle of quantum mechanics.

The methods adopted for these schemes are called first-principles or ab-initio methods.

Ab-initio approaches mean that only fundamental physical constants are used as inputs

in performing the calculations, and there is no adjustable experimental parameters are

needed. Therefore, one begins the study from the basic principle, i.e., the fundamental

Hamiltonian of a set of interacting electrons and nuclei is considered a starting point

for any first-principles study. Since solving the corresponding Schrodinger equation is

difficult, it is possible to simplify it by following some basic approximations.

1.1 Born-Oppenheimer approximation

Understanding the different behaviors and predicting the physical properties of real

materials requires sophisticated methods for solving the Schrodinger equation of the solid

[4]. However, the solid is made up of a set of N electrons and M nuclei, and all these

particles interact with each other by the coulomb forces. It follows that it is difficult to deal

with this N +M corps problem exactly. Any practical scheme needs some basic physical

approximations. One of them is the Born-Oppenheimer approximation. It assumes that

the motion of the electrons can be separated from that of the nuclei due to the large mass

difference between electrons and protons (component of the nucleus) [5]. The starting

point is the Schrodinger equation of the solid

(Ĥ − E)Ψ(r1, . . . , rN ;R1, . . . ,RN) = 0. (1.1)

6



1.1. BORN-OPPENHEIMER APPROXIMATION CHAPTER 1. METHODS FOR THE GROUND- . . .

The wave function Ψ is a function of N+M variables, where the vectors ri and Rl denote

the Cartesian coordinates of electrons and nuclei, respectively. Using Hartree atomic

units, the full Hamiltonian H is given by

Ĥ =
N∑

i=1

−1

2
∇2

i +
M∑

l=1

−1

2
∇2

l (1.2)

+
N∑

i=1

M∑

l=1

−Zl

|ri −Rl|
+

N∑

i,j=1;i<j

1

|ri − rj|
+

M∑

l,k=1;l<k

ZlZk

|Rl −Rk|
,

where ∇i = ∇ri
and ∇l = ∇rl

are the gradient vectors for the i-th electrons and l-th

nuclei, respectively. Zl is the atomic number of an atom centered at Rl. The first two

terms are respectively the kinetic energy of the electrons and the kinetic energy of the

nuclei, and the last three terms are the potentials that describe the Coulomb electron-

nucleus, electron-electron and nucleus-nucleus interaction, respectively. The motion of

electrons is much faster than that of nuclei, and with a good approximation, nuclei can be

considered as fixed in their mean positions. The result is that the problem can be reduced

to the problem of N electron-corps. The electronic part of the global Hamiltonian, He,

can be separately considered from the nuclear one with the corresponding Schrodinger

equation

[Ĥe − Ee(R)]Φ(r1, . . . , rN ;R1, . . . ,RN) = 0, (1.3)

Ĥe =
N∑

i=1

−1

2
∇2

i +
N∑

i=1

M∑

l=1

−Zl

|ri −Rl|
+

N∑

i,j=1;i<j

1

|ri − rj|
. (1.4)

Although the problem is reduced to one that relates only to the degree of freedom of

the electrons, it still presents difficulties. The presence of the last term (e-e interaction) in

the electronic-Hamiltonian implies that the correspondent Schrodinger equation is difficult

to deal with exactly. The system to be solved is an interacting-electrons system. Its wave

function cannot be factorized into a product of single-particle wave functions. Therefore,

further approximation is needed for handling the electronic problem. The Hartree-Fock

approach approximates the many-body wave function as a single Slater-determinant that

allows mathematically to represent the complex system of interacting electrons into an

effective system of non-interacting particles [6].

7



1.2. HARTREE-FOCK APPROXIMATION CHAPTER 1. METHODS FOR THE GROUND- . . .

1.2 Hartree-Fock approximation

The Hartree-Fock approximation is based on the variational principle of quantum

mechanics. The total energy of the system is written as

Ee = 〈Φ|Ĥe|Φ〉. (1.5)

If the wave function is not a true eigenstate of the Hamiltonian but appropriately chosen to

match the physical system, the variational principle can be successfully applied. It states

that any trial total energy is an upper bound to the exact ground-state one. At this point,

The Hartree-Fock approximation can be applied. Initially, the Hartree approach has been

used, which can be understood as a scheme based on the variational principle with the

following trial wave function

Φ(r1, . . . , rN) =
N∏

i=1

ϕ(ri), (1.6)

as the inner product of the single-particle wave functions ϕ(ri) of electrons [7]. Since

electrons are Fermion particles, they are indistinguishable entities, and their wave func-

tion must be antisymmetric to the particle permutation operations. The Hartree-Fock

approach takes this fact into account by using the trial wave function as a determinant

of the single-particle wave functions, called Slater determinant [8]

Φ(x1, . . . ,xN) =
1√
N !

detϕ(x1, . . . ,xN), (1.7)

with x = rσ, where σ = {↑, ↓} is the spin variable. ϕ(x1, . . . ,x) represents a matrix with

single-particle spin-wave function elements

ϕ(x1, . . . ,xN) =




ϕ1(x1) ϕ1(x2) . . . ϕ1(xN)

ϕ2(x1) ϕ2(x2) . . . ϕ2(xN)

. . . . . . . . . . . .

ϕN(x1) ϕN(x2) . . . ϕN(xN


 . (1.8)

The function ϕλ(x) = ϕi(r)ηsi(σ) is the spin orbital with λ = isi, where si is the spin of

the electron occupying orbital i. Assuming spatial orbitals ϕi(r), are orthonormal
∫
ϕ∗
i (r)ϕj(r)dr = δij, (1.9)

as well as spin functions ηsi(σ) is also orthonormal
∑

σ

η∗si(σ)ηsj(σ) = δsisj , (1.10)

8



1.2. HARTREE-FOCK APPROXIMATION CHAPTER 1. METHODS FOR THE GROUND- . . .

the explicit expression of the total energy is

E =
N∑

i=1

∫
ϕ∗
i (r)h(r)ϕi(r)dr (1.11)

+
1

2

N∑

i,j=1

∫∫
ϕ∗
i (r)ϕ

∗
j(r

′)v(r− r′)ϕi(r)ϕj(r
′)drdr′

− 1

2

N∑

i,j=1

∫∫
ϕ∗
i (r)ϕ

∗
j(r

′)v(r− r′)ϕj(r)ϕi(r
′)drdr′δsisj ,

with

h(r) = −1

2
∇2 +

M∑

l=1

−Zl

|r−Rl|
, (1.12)

v(r− r′) =
1

|r− r′| . (1.13)

In Equation (1.11), the second term is the Hartree energy, EH , and the last term is

the exchange energy, Ex which equals to zero except for parallel spins, resulting from

quantum nature of the exchange—permutation of identical particles—between electrons.

In Equation (1.11), the factor 1/2 is introduced in order to eliminate the double counting

existing in both EH and Ex. In Hartree’s expression of energy, terms associated with

orbitals such as si = sj are not physical, and they are correctly canceled by that contained

in the exchange energy. This non physical contribution is known as the self-interaction

energy and is always present in the Hartree approach if the formulation is given by electron

density instead of single-particle wave functions. Using the variational principle, Equation

(1.11) can be minimized with respect to single-particle states under the constraint of the

above normalization. This leads to what are called the Hartree-Fock equations

h(r)ϕi(r) +
∑

j

∫
dr′|ϕj(r

′)|2v(r− r′)ϕi(r) (1.14)

−
∑

j

∫
dr′δsisj

ϕ∗
j(r

′)v(r− r′)ϕi(r
′)ϕj(r)

ϕi(r)
ϕi(r)

= ǫiϕi(r).

The second term in the left-hand side of Equation (1.14) is the Hartree potential. The

third term is the exchange potential which is a nonlocal term. The Hartree-Fock equa-

tions are nonlocal single-particle Schrodinger-like equations. However, these equations

are non linear—the potential itself incorporates the single-particle states—which can only

be solved self-consistently.

9



1.3. DENSITY FUNCTIONAL THEORY CHAPTER 1. METHODS FOR THE GROUND- . . .

1.3 Density functional theory

It is interesting to reduce all the complexity of the many-body Schrodinger equation to

the one single-particle Schrodinger equation, as is the case with the Hartree-Fock approxi-

mation. However, for solids, the latter approximation has the disadvantage of insufficient

accuracy which leave the HF equations rarely used for real materials. The inaccuracy

comes from the way of approximating the many-body state, the Slater determinant in the

HF treatment completely excludes the correlation between electrons. Therefore, a new

scheme that goes beyond the HF approximation is needed. Within density functional

theory (DFT), the global system of interacting electrons can be mapped onto an effective

non-interacting-system, incorporating the many-body effects in a unique way. The basic

idea is that instead of the many-body wave function represented by 3N variables, one

can be interested in describing the complex system using the electron density n(r), which

contains only three variable. The electron density is given by

n(r) = 〈Φ|
∑

i

δ(r− ri)|Φ〉 (1.15)

= N

∫
. . .

∫
|Φ(r, r2, . . . , rN)|2dr2 . . . drN .

The second part of the electronic-Hamiltonian, Equation (1.4), can be expressed

N∑

i=1

M∑

l=1

−Zl

|ri −Rl|
= V̂ (1.16)

=
N∑

i=1

vext(ri)

=
N∑

i=1

∫
vext(r)δ(r− ri),

with vext(r) =
∑M

l=1
−Zl

|r−Rl| , is termed the external potential. Thus the expectation value

of the operator V̂ can be written in terms of the electron density

〈Φ|V̂ |Φ〉 =
∫
vext(r)〈Φ|

N∑

i=1

δ(r− ri)|Φ〉dr (1.17)

=

∫
vext(r)n(r)dr.

One of the main statements of the DFT presenting in the Hohenberg-Kohn theorems

is that any ground-state observable is uniquely determined by the electron density [9].

This is a consequence of one-to-one correspondence between the external potential and

the electronic density.
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1.3.1 Hohenberg-Kohn theorems

DFT is based on two theorems established by Hohenberg and Kohn (HK) in 1964. The

first theorem emphasizes the importance of electron density in describing an interacting

system via a functional of the density. And the second shows that the energy functional

admits in terms of the electron density the variational principle. To see that, we first

present the electronic-Hamiltonian, Equation(1.4), in second quantization form using the

creation and annihilation field operators ψ̂†(r) and ψ̂(r), respectively

Ĥe = T̂ + Ŵ + V̂ (1.18)

in which

T̂ = −1

2

∫
ψ̂†(r)∇2ψ̂(r)dr (1.19)

Ŵ =
1

2

∫∫
ψ̂†(r)ψ̂†(r′)

1

|r− r′| ψ̂(r
′)ψ̂(r)drdr′ (1.20)

V̂ =

∫
vext(r)ψ̂

†(r)ψ̂(r)dr. (1.21)

It is clear that the Hamiltonian in this form reveals that the interacting system is com-

pletely specified by the third term, V , precisely by vext and the constraint
∫
n(r)dr = N .

In other words, different interacting system is characterized by a different external po-

tential. Therefore, for a given vext, one can solve the correspondent Schrodinger equation

and obtain the ground state |Ψ〉, and hence the corresponding electron density

n(r) = 〈Ψ|ψ̂†(r)ψ̂(r)|Ψ〉. (1.22)

With a non-degenerate ground state, it follows that the electron density is uniquely de-

termined by the external potential. In this case n is a functional of vext

vext =⇒ |Ψ〉 =⇒ n. (1.23)

The interesting fact is that the reverse path is also possible, i.e., the ground-state electron

density determines uniquely the external potential

n =⇒ vext. (1.24)

Mathematically

vext[n](r). (1.25)

11
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The external potential is a unique functional of the ground-state density. This result is

not self-evident and therefore requires proof. The proof was given by Hohenberg and

Kohn using the reductio ad absurdum procedure [9]. Suppose there is another system

characterized by the Hamiltonian H ′ and hence the external potential v′ext which differ

by more than a constant to vext. This system has the ground state |Ψ′〉 and the ground-

state energy E ′. Assume the two systems with Hamiltonian H and H ′ have the same

ground-state density n(r), one can write

E = 〈Ψ|H|Ψ〉 (1.26)

= 〈Ψ|H −H ′|Ψ〉+ 〈Ψ|H ′|Ψ〉

=

∫
[vext(r)− v′ext(r)]n(r)dr+ 〈Ψ|H ′|Ψ〉.

Using the variational principle for the wave function one can obtain

E ′ = 〈Ψ′|H ′|Ψ′〉 < 〈Ψ|H ′|Ψ〉. (1.27)

The combination of Equation (1.26) with Equation (1.27) gives

E − E ′ <

∫
[vext(r)− v′ext(r)]n(r)dr. (1.28)

Equivalently, the above quantities with primed and unprimed notation can be exchanged

to yields

E ′ − E <

∫
[vext(r)− v′ext(r)]n(r)dr. (1.29)

Therefore, one can immediately see that addition of Equation (1.28) with Equation (1.29)

leads to a contradiction

0 < 0. (1.30)

Hence vext is uniquely determined by n.

The first theorem can be stated: For any system of interacting electrons subject to

external potential, the ground-state electron density and this external potential determine

each other. Mathematically, the external potential can be expressed as a functional of the

ground-state electron density. Since different systems are only distinguished by external

potential, it turns out that vext fixes H, which implies that the corresponding ground

state is a unique functional of the ground-state electron density.

The fact that the ground state |Ψ〉 is a functional of the density |Ψ[n]〉 implies that

any observable, such as the energy E is a functional of the density

E[n] =
〈
Ψ[n]

∣∣∣Ĥ
∣∣∣Ψ[n]

〉
. (1.31)

12
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By this statement a universal functional F [n] is naturally defined

E[n] = F [n] +

∫
vext(r)n(r)dr, (1.32)

where

F [n] =
〈
Ψ[n]

∣∣∣T̂ + Ŵ
∣∣∣Ψ[n]

〉
. (1.33)

This functional is the same for all different systems in which the electrons interact with

each other via the Coulomb interaction, it is universal. Let us turn to another more

important property. From the previous statement one can write

E[n] =
〈
Ψ[n]

∣∣∣Ĥ
∣∣∣Ψ[n]

〉
<
〈
Ψ′[n′]

∣∣∣Ĥ
∣∣∣Ψ′[n′]

〉
, (1.34)

⇒ E[n] < E[n′]. (1.35)

This indicates that the ground-state energy can be expressed as a functional of the ground-

state density n′ corresponding to any external potential v′ext other than vext in which

v′ext 6= vext+constant. So that, using the variational principle one can determine the

correct ground-state density n from the minimum of the ground-state energies.

E[n] = minE[n′]. (1.36)

Therefore, the exact ground-state electron density minimizes the energy functional which

would allow all ground state properties to be determined. This bring us to the second

theorem: For any system of interacting electrons, the functional E[n′] with n′ are trial

densities can exist, and the lower bound of this functional represents the ground-state total

energy E[n] with n is the ground-state density.

Hence, if the expression of the total-energy functional of the interacting-system is

known, one can minimized it over admissible trial densities to determine the correct

ground-state electron density using the following variational principle

δ

δn′(r)

{
E[n′]− µ

(∫
n′(r)dr−N

)}∣∣∣∣
n′(r)=n(r)

= 0, (1.37)

where µ is the Lagrange multiplier introduced to insure that the system contains the

correct N number of electrons, so µ it is exactly the chemical potential.

The HK theorems can readily be generalized to describe systems with degenerate

ground states [10].

13
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1.3.2 Kohn-Sham approach

Evidently, the HK theory gives the possibility to treat any interacting electronic system

in terms of the electron density. This theory proves that all ground-state properties can

be determined if the ground-states electron density is determined. Very importantly,

the second HK theorem states that the exact ground-state electron density n(r) can be

obtained by minimizing the energy functional E[n′]. Unfortunately, the expression of one

part of this energy functional, the universal functional, F [n′], is not explicitly known.

Therefore, for practical purposes, any scheme needs to approximate this functional.

Kohn and Sham gives an elegant way to map the interacting-system onto effective

non-interacting one [11]. The ansatz that Kohn and Sham worked on was to find an

auxiliary non-interacting system with an effective potential vs(r) in a such way that the

ground-state electron density of this system ns(r) is the same with the true one, that is

ns(r) = n(r). (1.38)

Therefore, an inhomogeneous system of independent particles can be simply solved using

the single-particle Schrodinger equations

(
−1

2
∇2 + vs(r)

)
ϕi(r) = ǫiϕi(r), (1.39)

where the corresponding electron density can be expressed in terms of ϕi(r) KS states as

ns(r) =
N∑

i=1

|ϕi(r)|2, (1.40)

in which the sum is restricted to occupied states. In this way, the energy functional of

the non-interacting system is given

Es[n] = Ts[n] +

∫
vs(r)n(r)dr, (1.41)

where Ts[n] is the kinetic energy of system of independent particles which can be expressed

in terms of the KS states

Ts[n] =
〈
Φs[n]

∣∣∣T̂
∣∣∣Φs[n]

〉
(1.42)

= −1

2

N∑

i=1

∫
ϕ∗
i (r)∇2ϕi(r)dr.

The state |Φs[n]〉 is the Slater determinant of the auxiliary KS system. At this stage, the
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Equally, one can do the same for the effective non-interacting system

δEs[n
′]

δn′(r)

∣∣∣∣
n′=n

=
δTs[n

′]

δn′(r)

∣∣∣∣
n′=n

+ vs(r) (1.48)

= µ.

Combining Equation (1.47) with Equation (1.48) one can deduce the expression of the

effective potential

vs(r) = vext(r) + vH(r) + vxc(r), (1.49)

where the second term is the Hartree potential

vH(r) =

∫
n(r′)

|r− r′|dr
′, (1.50)

and vxc(r) =
δExc[n′]
δn′(r)

∣∣∣
n′=n

is termed as the exchange-correlation potential.

Now, the famous single-particle Schrodinger-like equation called the KS equation is

given

{
−1

2
∇+ vext(r) + vH [n](r) + vxc[n](r)

}
ϕi(r) = ǫiϕi(r). (1.51)

Note that the effective potential depends on the electron density, and the density itself

depends on the single-particle KS orbitals. So that the KS equations must be solved

self-consistently similar to the HF equations. The way to find solutions is as follows:

the starting point is the assumption of a suitable initial trial-density n1 that allows to

construct a trial KS potential without the use of KS orbitals. Then the KS equations

are solved and from the solutions a new trial density n2 is build and from that a new KS

potential is constructed. This procedure is continued in iterative manner until this self-

consistency is reached. The self-consistent solution is only found when the trial density ni

equal to the correct one, ni = n. This is consistent with the variational principle related

to the DFT.

For the ground-state total energy, Equation (1.44), an alternative expression can be

derived. From Equation (1.41) one deduce the kinetic energy of KS system

Ts[n] = Es[n]−
∫
vs(r)n(r)dr (1.52)

=
∑

i

ǫi −
∫
vs(r)n(r)dr,
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and insert it in Equation (1.44) to obtain

E[n] =
∑

i

ǫi −WH [n]−
∫
vxc(r)n(r)dr+ Exc[n]. (1.53)

The derivation of an expression for the ground-state energy to this particular form is

useful, because in numerical application the evaluation of the gradient of the KS orbitals

is avoided. It should be noticed that the KS eigenfunctions and eigenvalues have in general

no physical meaning, except that the eigenvalue of the highest occupied state is identical

to the negative first ionization energy, as proven by Janaks theorem [11]. The exact

KS gap is inevitably smaller than the true gap by some amount ∆xc related to the so-

called derivative discontinuity. Nevertheless, they are often used successfully to interpret

excitation spectra, especially for systems of weakly correlated electrons [12]. Therefore

for weakly correlated solids, it is a good approximation to assumes the KS states as Bloch

states and the KS energies as band energies.

1.4 Spin-polarized system

The extension of the DFT to spin-system can somewhat follows the same arguments

as for non-polarized case [13, 14]. At the ground-state, it can be shown that the total

energy is a unique functional of both the electron density n(r) and the magnetization

density m(r), with

m(r) = 〈Ψ|µB

N∑

i=1

σiδ(r− ri)|Ψ〉, (1.54)

where σ denotes the 2 × 2 Pauli matrices, and µB is the Bohr magneton. Therefore, the

ground-state total energy functional is given by

E[n,m] = F [n,m] +

∫
vext(r)n(r)dr (1.55)

−
∫

Bext(r)m(r)dr,

and Bext(r) is the external magnetic field. The universal functional is given

F [n,m] =
〈
Ψ[n,m]

∣∣∣T̂ + Ŵ
∣∣∣Ψ[n,m]

〉
. (1.56)

The functional E[n,m] is a lower bound over all trail densities n′ and m′

E[n,m] < E[n′,m′]. (1.57)
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This generalization is necessary for systems subject to static magnetic fields or sponta-

neously magnetic systems including atoms, molecules, clusters or solids. In many cases,

magnetic systems are characterized by collinear spins arrangements, so the functional of

the energy can be simplified to be represented by scalar densities instead of m(r) which

is a vector density. The simplified variables are the scalar spin-resolved densities, n↑ and

n↓, where the arrows indicates the up- and down-spin, respectively [10]

E[n↑, n↓] = F [n↑, n↓] +

∫
vext(r)(n↑ + n↓)dr (1.58)

− µB

∫
Bext(r)(n↑ − n↓)dr,

where

n(r) = n↑(r) + n↓(r), (1.59)

and

m(r) = µB [n↑(r)− n↓(r)] . (1.60)

With this simplified version of the spin-DFT the variational principle can be used for each

spin channel separately

δ

δn′
σ(r)

{
E[n′

↑, n
′
↓]− µσ

(∫
n′
σ(r)dr−Nσ

)}∣∣∣∣
n′

σ(r)=nσ(r)

= 0, (1.61)

where σ = {↑, ↓} and µσ is the Lagrange parameter that controls the spin-resolved elec-

tron numbers Nσ =
∫
nσ(r)dr. This particular representation of the ground-sate energy

functional is relevant for systems feature collinear magnetism such as ferro-, antiferro- and

ferrri-magnetism. Therefore, using the above variational minimization the spin-dependent

KS equations are given

(
−1

2
∇2 + vσs (r)

)
ϕiσ(r) = ǫiσϕiσ(r), (1.62)

vσs (r) = vext(r) + vH(r) + sign(σ)µBBext(r) + vσxc(r), (1.63)

vσxc(r) =
δE[n′

↑, n
′
↓]

δnσ(r)
. (1.64)

In the absence of the external magnetic field the effective potential is still spin-dependent

through the exchange-correlation term. So many systems can exhibit spin polarization

which yield internal magnetization.
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1.5 Exchange-correlation functional

So far, all attempts we have discussed in the previous sections are an exact formulation

of the interacting system. We have seen how the many-body problem is transferred into

the self-consistent single-particle Schrodinger-like equations problem, so-called the KS

equations. On the other hand, the largest contribution to the total energy representing the

classical part is explicitly known. While the rest, the exchange-correlation contribution,

which has only a small fraction of the total energy is not known. Therefore, for practical

use of the density functional theory via the the KS equations, the exchange-correlation

functional must be approximated

1.5.1 Local (spin) density approximation

The simplest and very successful approximation for DFT is the local (spin) density

approximation (L(S)DA) [9, 15, 16]. The main motivation behind this approximation is to

exploit the properties of the very well-studied system, the homogeneous gas of interacting

electrons. For slowly varying electron spin densities, the exchange-correlation functional

can be approximated by

EL(S)DA
xc [n↑, n↓] =

∫
ǫxc(n↑(r), n↓ (r))n(r) dr. (1.65)

For non-polarized systems, the description is given by equal spin densities n↑ = n↓. In

Equation (1.65), the energy per electron ǫxc(n↑, n↓) is defined locally as the exchange-

correlation energy of uniform electron gas of spin densities n↑ and n↓. Further, this

energy function can be divided into two contributions

ǫxc(n↑, n↓) = ǫx(n↑, n↓) + ǫc(n↑, n↓). (1.66)

The first part expresses the exchange energy in a homogenous gas, and this term is known

analytically [17]

ǫx(n↑, n↓) = −3

(
3

4π

) 1
3 1

n

(
n

4
3
↑ + n

4
3
↓

)
. (1.67)

The second part, ǫc(n↑, n↓), is the correlation energy per electron of the homogeneous

electron gas. The general expression of ǫc(n↑, n↓) is not known. Nevertheless, explicit

expressions can exist in the high- and low-density limit. On the basis of quantum Monte-

Carlo simulations, the regime between high and low densities can be interpolated, leading

to several parameterizations [13, 18, 19, 20, 21]. For many systems, results calculated
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based on the L(S)DA are surprisingly accurate, where L(S)DA performs very well in a

sufficiently inhomogeneous system. However, as a simple approximation, the LDA fails in

systems with rapidly varying electron density such as atoms or molecules. For example it

tends to overestimate the binding energies of molecules.

1.5.2 Generalized gradient approximation

A further step to account for the high inhomogeneity of electron density is the gener-

alization of L(S)DA to include in addition to electron density its gradients. This is called

the generalized gradient approximation (GGA). The functional GGA is an improvement

over L(S)DA. For spin-polarized system the GGA functional take the general form

EGGA
xc [n↑, n↓] =

∫
f(n↑, n↓,∇n↑,∇n↓)dr, (1.68)

where f is some function has to be constructed very carefully so that a number of physical

conditions are fulfilled. However, the construction is not unique, leading to different forms

of GGA-functionals. For solids, the most popular is the PBE functional proposed by

Perdew, Burke and Ernzerhof in 1996 [22]. GGA appears on many occasions to give

very good results than the L(S)DA. In particular, a better description of structural and

magnetic properties is found using GGA. It was found that, while both L(S)DA and GGA

produce accurate KS gaps, they tend to underestimate the true gap. This is because these

approximate functionals do not have the discontinuous behavior, which result in ∆xc is

equal to zero.

1.6 Periodic system

Periodic assumption is a translational symmetry that can be used to reduce the com-

putational effort when we are dealing with bulk systems. We can assume that the effec-

tive potential of the bulk system is a periodic function V (r) = V (r + T), with T is a

translational-vector of a given crystal structure. Therefore the domain of the real-space

vector r is restricted to a small unit-cell called Wigner-Seitz cell. The crystal structure

is defined as a repetition in the three spatial directions of unit-cell using the vector T.

The direct consequence of the translational symmetry in quantum mechanics is the Bloch

theorem. It states that the single-particle wave function of periodic system obeys the

following relation

ψk(r) = uk(r)e
ikr, (1.69)
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where the function uk(r) is termed the envelope function and has the lattice periodicity

uk(r) = uk(r+T). (1.70)

The vector k which label the wave function is a good quantum number. It is in a fact a

wave vector in which the wave function and the corresponding eigenvalues ǫk are periodic

functions in reciprocal space

ψk(r) = ψk+G(r) (1.71)

ǫk = ǫk+G, (1.72)

and G is the translational-vector of the reciprocal lattice defined by the condition eiGT =

1. Therefore it is obvious that the domain of k is limited to some unit cell in the reciprocal

lattice. This unit cell can be chosen to define what is called the first Brillouin zone. It

is the smallest volume that can be constructed in reciprocal lattice. It follows that the

k-integration for periodically systems can be reduced to the Brillouin zone domain.

1.7 Electronic structure methods

One way to efficiently solve the KS equations is to formulate the problem as a linear

algebra eigenvalue equations. To do this, the single-particle KS wave function is expressed

as linear combination of basis functions as

ψik(r) =
∑

m

cim(k)χm(r). (1.73)

In this regard, the methods of electronic structure differ according to the types of or-

bitals (basic functions) used, χm(r). There is a type of methods characterized by its use

of analytic orbitals (called fixed orbitals) such as LCAO (linear combination of atomic

orbitals). Other methods, based on augmentation, use partial waves as a basis function

like the LAPW (linear augmented plane waves) and LMTO (linear muffin-tin orbitals).

Following the Rayleigh-Ritz principle, the expansion coefficients, cim(k), are determined

from the following secular equation:

∑

m

[Hmm′ − ǫ(k)Smm′ ] cim(k) = 0, (1.74)

where

Hmm′ =

∫

Ω

χ∗
m(r)

(
−1

2
∇2 + V (r)

)
χm′(r)dr (1.75)
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are the Hamiltonian matrix elements and

Smm′ =

∫

Ω

χ∗
m(r)χm′(r)dr (1.76)

are overlap matrix elements . The integrals in the above equations are evaluated over the

unit cell volume, Ω, of a given crystal. The above set of linear equations can be formulated

in a matrix form as

det |Hmm′ − ǫ(k)Smm′ | = 0. (1.77)

The diagonalization gives for each wave vector k the energy eigenvalues, which actually

represent the band structure ǫn(k) of a given solid. The integer n is called the band index

in which the energies distributed within bands.

Some electronic structure methods proceed differently in solving the electronic struc-

ture problem. These methods use the scattering theory as a basic approach. The

Korringa-Kohn-Rostoker Green’s function is one of this methods, which will be described

later.

1.7.1 The linearized augmented plane wave

In fact, It results from the Bloch theorem that plane waves are natural candidates

to form a complete set of basis functions. The advantage is that their overlap matrices

are unitary matrices, because the plane waves are orthogonal. Moreover, the kinetic

energy part of the single-particle Hamiltonian is diagonal in the basis of planes waves.

However, we know for atoms close to the core region (the nucleus) that the wave function

varies strongly with distance. So a large number of plane waves are required to better

represents the wave function inside the core region. Furthermore, the rapid variation of

the wave function leads to a poor convergence when using plane waves. Therefore, it is

impractical in computations to use the plane waves as basis functions in direct manner.

An approach to overcoming this problem is to work with a pseudopotential and a pseudo-

wave function instead of the original potential and wave function. This technique is called

pseudopotential method and treats very precisely the valence-band states with only a small

set of plane waves. This desirable feature is due to the fact that the effective potential

(pseudopotential) is a weak potential and thus the corresponding pseudo-wave-function

is a very smoother function.

There is an another way to achieve the purpose—the accuracy and efficiency—of the

pseudopotential method with additionally the all electrons (core and valence electrons

) are treated carefully. This approach is based on the partitioning of space, consists in

using for each region of space suitable basis functions. One of the first attempts in this

direction is the augmented plane wave (APW) method introduced by Slater in 1937 [23].
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spherical harmonics are the basis functions inside the spheres

χAPW
k+Gm

=





1√
Ω
ei(k+Gm)r r ∈ interstitial

∑
LαA

α
L(k+Gm, ǫ)uℓα(rα, ǫ)YL(r̂α) rα ∈ Sα,

(1.79)

where the index L = (ℓ,mℓ) refers to the angular momentum and YL(r̂) = YL(θ, φ) are

the spherical harmonics with θ and φ are respectively the polar and azimuthal angles of

the vectors rα = r − Rα. The coefficients Aα
L(k + Gm, ǫ) are the expansion coefficients

which have to be determined from the matching conditions. The functions, uℓα(r, ǫ), are

the regular solutions of the radial Schrodinger equation for atom α and energy ǫ
(
− ∂2

∂r2
+
ℓ(ℓ+ 1)

r2
+ vα(r)− ǫ

)
ruℓα(r, ǫ) = 0. (1.80)

We can see that plane waves are augmented by partial waves inside the spheres leading to

energy-dependent basis function. In other words, without specifying boundary conditions,

the energy in the last equation can takes any value. For determining the expansion

coefficients, Aα
L, one must confirms that the different basis functions are continues in

value at the muffin-tin radius Sα. This matching condition can be easily imposed using

Bauer’s identity. Around the center of an atom α , plane waves are expanded in terms of

spherical harmonics

eiKmr = eiKmRαeiKmrα (1.81)

= 4πeiKmRα

∑

L

iℓY ∗
L (K̂m)YL(r̂α)jℓ(Kmrα),

where r = rα + Rα, Km = k + Gm and jℓ(kr) are spherical Bessel functions. K̂m and

r̂α are the angular part of Km and rα vectors, respectively. Therefore, the continuity

condition at the muffin-tin surface sphere leads to

Aα
L(Km, ǫ) =

4π

Ω
eiKmRαY ∗

L (K̂m)i
ℓ jℓ(KmSα)

uℓα(Sα, ǫ)
. (1.82)

At this point, both Hamiltonian and overlap matrices can be defined using the explicit ex-

pression of the APW-basis functions χk+Gm
(r). This leads to a set of linear homogeneous

equations of the following form

M(ǫ)c = 0, (1.83)

where M(ǫ) is a matrix in which its elements depend nonlinearly in energy and c is a

vector of the corresponding coefficient elements. The detailed derivation of the above
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equation is found in the book by Loucks (1967) [24]. It should be pointed out that, due

to this nonlinear eigenvalue problem, the solution of the Equation (1.83) cannot be easily

determined in a single diagonalization as in the standard linear algebra problem. This

makes the APW method slower than other methods such as the pseudopotential method,

although the size of its basis functions set is much smaller.

The concept of linearization

The problem of nonlinear energy dependence in the secular equation can be avoided

by using the idea of linearization. The concept was introduced by Andersen in 1975 [25].

It gives a set of linear homogeneous equations that are linear in energy, combining desired

features of a partial waves (accuracy) and fixed functions (efficiency) based methods. The

way to do this is to energy linearizes the radial solution uℓ(r, ǫ), by a Taylor expansion

around an arbitrary reference energy ǫν :

uℓ(r, ǫ) = uℓ(r, ǫν) + u̇ℓ(r, ǫν)(ǫ− ǫν) +O(ǫ− ǫν)
2, (1.84)

where u̇ℓ =
∂uℓ

∂ǫ
is the energy derivative of the radial function, and O(ǫ− ǫν)

2 is the error

that can be made which is quadratic in ǫ − ǫν . While the error in the wave-functions is

of the order of O(ǫ − ǫν)
2, the corresponding band energies which are determined from

the variational principle are accurate with O(ǫ − ǫν)
4 error. Therefore, the linearization

of the APW leads to an accuracy over a wider energy window. It can be shown that

the functions, u̇ℓ(r, ǫν), are orthogonal to the radial functions, uℓ(r, ǫν). This indicates

that these two functions can be linearly combined to form a new radial function for basis

functions inside the spheres

χLAPW
k+Gm

=





1√
Ω
ei(k+Gm)r r ∈ interstitial

∑
Lα {aαL(k+Gm)uℓα(rα, ǫν) + bαL(k+Gm)u̇ℓα(rα, ǫν)}YL(r̂α) rα ∈ Sα,

(1.85)

These are the linearized augmented plane wave (LAPW) basis functions which are en-

ergy independent functions. The expansion coefficient aαL(k +Gm) and b
α
L(k +Gm) are

determined by requiring the basis functions to be continuous in value and in slope at the

muffin-tin sphere α. The energy derivative of the radial function is determined from the

the energy derivative of the radial Schrodinger equation, Equation (1.80), as
(
− ∂2

∂r2
+
ℓ(ℓ+ 1)

r2
+ vα(r)− ǫ

)
ru̇ℓα(r, ǫ) = ruℓα(r, ǫ). (1.86)
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The Hamiltonian and overlap matrices in terms of LAPW basis functions are slightly

modified from that based on APW method, with the advantage that the LAPW matrices

are energy independent. As a result, only a simple diagonalization of the corresponding

secular equation can be made to solve the electronic problem.

The LAPW method accurately deals with sufficiently extended states such as valence

states. The core states are very localized around each atom, defined with a good ap-

proximation to be orthogonal to the valence states. These localized states are treated

separately from the LAPW method using atomic-like calculations, which pose no prob-

lem. However, in the intermediate between core and valence states, there are the so-called

semi-core states that pose some difficulties. The semi-core states cannot be treated sep-

arately as core states. Because they are neither fully enclosed in muffin-tin spheres nor

high enough in energy to be accurately treated as valence states. Extension like Local

Orbital (LO) scheme and related concepts work well for this kind of problems, and the

interested reader is referred to the book provided by Singh and Nordstrom for a detailed

description [26].
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Full potential

To go beyond muffin-tin approximation, it requires scheme that employs no shape

approximation for the potential. The LAPW method can be easily generalized to include

the non-spherical part of the potential. This approach is called a full-potential LAPW

(F-LAPW) method [27, 28]. The procedure is done by expanding the potential by plane

waves in the interstitial region and by spherical harmonics inside each sphere

V (r) =





∑
G
ṼGe

iGr interstitial region

∑
L VL(r)YL(r̂) muffin-tin spheres.

(1.87)

Similarly, the electron density, n(r), is also expanded

n(r) =





∑
G
ñGe

iGr interstitial region

∑
L nL(r)YL(r̂) muffin-tin spheres,

(1.88)

where ṼG and ñG are the Fourier components of potential and electron density, respec-

tively. For efficient procedure, the above expansions are subject to symmetry constraint;

lattice harmonics inside the spheres and stars in the interstitial [26].

1.7.2 The Korringa-Kohn-Rostoker Green’s function

In principle, all information about the electronic structure of a given system that is

provided by wave functions-based methods (in terms of eigenvalues Eµ and eigenfunctions

ψµ) can also be obtained through the description based on the Green’s function [29].

The latter can be determined directly in the Korringa-Kohn-Rostoker scheme. In this

approach, the propagation of the electron in the solid is viewed as a multiple scattering

problem. The formal introduction is the resolvent of the single- particle Schrodinger

equation [30]

(E −H)G(r, r′, E) = δ(r− r′). (1.89)

Using the spectral representation, the Green’s function can be reads

G(r, r′, E) = lim
ǫ→0

∑

µ

ψµ(r)ψ
∗
µ(r

′)

E + iǫ− Eµ

. (1.90)
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The charge density ρ(r) and the density of states n(E) are directly expressed by energy

and volume integral of the imaginary part of the Green’s function, respectively:

ρ(r) = − 1

π

∫ EF

ℑG(r, r, E)dr, (1.91)

n(E) = − 1

π

∫

V

ℑG(r, r, E)dr. (1.92)

The multiple scattering formalism gives a direct way to determine the Green’s function,

and hence a direct access to physical quantities. In operator representation, G(r, r′, E) =

〈r|G(E)|r′〉 and δ(r, r′) = 〈r|r′〉 with |r〉 is the ket associated to the wave function in the

r-representation, the operator form of the Green’s function, G(E), is written

G(E) = (E −H0 − V )−1 (1.93)

= (E −H0)
−1 [1 + V G(E)]

= G0(E) +G0(E)V G(E),

with G0(E) = (E − H0)
−1 is the Green’s function operator of the reference system,

assumed to be easy determined. The potential V is the source of all scattering events

that can occur. For bulk systems, the free-space can represent the reference system in

order to compute the Green’s function. The structure of the G(E) in the last equation

allows it to decompose self-consistently into a sum of infinite terms

G = G0 +G0V G (1.94)

= G0 +G0V (G0 +G0V G)

= G0 +G0V G0 +G0V G0V G0 + . . . ,

which can be written in a compact form

G = G0 +G0TG0. (1.95)

The operator T writes

T = V + V G0V + . . . (1.96)

= V + V G0T

=
(
1− V G0

)−1
V.

In r-representation the Green’s function can be expressed as

G(r, r′, E) = G0(r, r′, E) +

∫∫
G0(r, r1, E) (1.97)

× T (r1r2, E)G
0(r2, r

′, E)dr1dr2,
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with G0(r, r′, E) = 〈r|G0(E)|r′〉 and T (r, r′, E) = 〈r|T (E)|r′〉. The wave function can

also be expressed by the T -operator through the Lippmann-Schwinger equation. First,

the wave function is written as an integral containing the potential

ψ(r) = χ(r) +

∫
G0(r, r′, E)V (r′)ψ(r′)dr′, (1.98)

with the corresponding Schrodinger equations (H0+V )ψ = Eψ and H0χ = Eχ. To make

it easier, we proceed with the operator formalism, where ψ(r) = 〈r|ψ〉, χ(r) = 〈r|χ〉 and
using the closure relation

∫
|r〉〈r|dr = 1, the Lippmann-Schwinger equation is written

|ψ〉 = |χ〉+G0V |ψ〉. (1.99)

Or

|ψ〉 = |χ〉+G0T |χ〉. (1.100)

By identification we find a useful relation

V |ψ〉 = T |χ〉. (1.101)

Hence in r-representation

ψ(r) = χ(r) +

∫∫
G0(r, r1, E)T (r1, r2, E)χ(r2)dr1dr2, (1.102)

At this point it is obvious that the solution to the problem lies in how to deal with the

T -operator, which contains all the information about scattering. The first step is to solve

the single-site scattering problem by decomposing the system into atomic regions. The

way to do this, is to consider an isolated atomic region (sphere bounding the potential

region) embedded in free-electron-like space. This requires solving the radial Schrodinger

differential equation and the spherical Bessel differential equation inside and outside the

spheres, respectively. At this level, it is shown that the single-site T -matrix describes the

on-site scattering from the incoming wave to outgoing one. In the second step, the entire

system with embedded multi-atomic regions in the free space is treated as a multiple

scattering problem. In this formalism, the free wave propagation between spheres is

described by what is called a structure constant. The latter connects the scattering

events between the scatterer centers. This provides the feature that the potential aspects

of the system are separated from the structural aspects. The information about the atoms

is contained in the single-site T -matrix, while everything about the crystal structure is

given by structure constants.
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Single-site scattering problem

• Spherical potential

The subject of multiple scattering theory is the study of the electronic structure of

the overall system as a problem of a propagation of electrons through a collection

of single scatterers. The idea is to decompose the potential V of the system into a

sum of nonoverlapping single-site potential, vn, as

V (r) =
∑

n

vn(r). (1.103)

The first procedure consists in dealing with a single scatterer. Thus, at this step,

only the individual potential, vn, is considered. This is the aim of the single-site

scattering formalism. In the simplest case, the potential of the single-site scatterer

enclosed by a sphere of radius S is assumed to be spherically symmetric, where

vn(r) =





vn(r) r ≤ S

0 otherwise.

(1.104)

The procedure can be straightforwardly generalized to an arbitrarily potential of

general shape. In the region of a free electron system, vn(r) = 0, the Green’s

function is expressed as

G0(r, r′, E) = − 1

4π

eik|r−r′|

|r− r′| , (1.105)

where k =
√
E. The Green’s function of the free-electron system can be expanded

in terms of spherical harmonics

G0(r, r′, E) =
∑

L

YL(r̂)G
0
ℓ(r, r

′, E)YL(r̂
′), (1.106)

with G0
ℓ(r, r

′, E) = −i
√
Ejℓ(

√
Er<)hℓ(

√
Er>), where r<(r>) indicates the smaller

(larger) value of r and r′, or the free Green’s function can be written as

G0(r, r′, E) = −i
√
E
∑

L

jL(
√
Er<)hL(

√
Er>), (1.107)

where jL(
√
Er) = jℓ(

√
Er)YL(r̂) and hL(

√
Er) = hℓ(

√
Er)YL(r̂) with jℓ are the

spherical Bessel functions, hℓ are the spherical Hankel functions. hℓ = jℓ+ inℓ, with

nℓ are the spherical Neumann functions. It can be seen that both regular jℓ and
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irregular hℓ solutions are required for the spherical partial-waves expansion of the

Green’s function of the free system. Expanding the wave functions of the free space

in spherical harmonic and partial-waves

χ(r) = eikr (1.108)

= 4π
∑

L

iℓY ∗
L (k̂)YL(r̂)j(

√
Er)

= 4π
∑

L

iℓY ∗
L (k̂)χL(r),

with χL(r) = jℓ(
√
Er)YL(r̂). Analogously, the wave function of the single-site scat-

tering region can also be expanded

ψn(r) = 4π
∑

L

iℓY ∗
L (k̂)ψ

n
L(r). (1.109)

The partial waves, ψn
L(r), are not known analytically, but can be determined nu-

merically. Inserting both Equation (1.108) and Equation (1.109) in the Lippmann-

Schwinger equations, Equation (1.98), and using the orthonormality relation of the

spherical harmonics,
∫
Y ∗
L (k̂)YL′(k̂)dk̂ = δLL′ , respectively yields

ψn
L(r) = χL(r) +

∫
G0(r, r′, E)vn(r′)ψn

L(r
′)dr′. (1.110)

For the case of the potential with spherical symmetry, ψn
L(r, E) = Rn

ℓ (r, E)YL(r̂),

where the radial basis function, Rn
ℓ (r, E), is a regular function, i.e., it vanishes at

the origin (converged). For the individual potential the corresponding radial basis

functions Rn
ℓ (r, E) obey the radial differential Schrodinger equations

(
−1

r

∂2

∂r2
r +

ℓ(ℓ+ 1)

r2
+ vn(r)− E

)
Rn

ℓ (r, E) = 0. (1.111)

By making dr = r2drdr̂ with dr̂ = sin(θ)dθdφ and using the orthogonality relations

in real-space
∫
Y ∗
L (r̂)YL′(r̂)dr̂ = δLL′ ,

Rn
ℓ (r, E) = jℓ(

√
Er) +

∫ S

0

G0
ℓ(r, r

′, E)vn(r′)Rn
ℓ (r

′, E)r′2dr′. (1.112)

In which for (r > S), the spherical free Green’s function can be replaced with its

expression, and we obtain

Rn
ℓ (r, E) = jℓ(

√
Er)− i

√
Ehℓ(

√
Er) (1.113)

×
∫ S

0

jℓ(
√
Er′)vn(r′)Rn

ℓ (r
′, E)r′2dr′.
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The multiplication from the left of Equation (1.101) by 〈χ| yields in the single-site

scattering problem

〈χ|vn|ψ〉 = 〈χ|tn|χ〉, (1.114)

which can be written in r-representation as
∫
χ∗(r)vn(r)ψ(r)dr =

∫∫
χ∗(r)tn(r, r′, E)χ(r′)drdr′. (1.115)

Expressing the wave functions with their angular-momentum partial-wave expan-

sions, and using the orthogonality relation of the spherical harmonics in k-space we

obtain
∫
χ∗
L(r)v

n(r)ψL(r)dr =

∫∫
χ∗
L(r)t

n(r, r′, E)χL(r
′)drdr′. (1.116)

The above equality can be written in a final form by expressing the integral in polar

coordinates. Using both orthogonality and orthonormality relations in r-space and

expanding the single-site T -matrix in terms of spherical harmonics

tn(r, r′, E) =
∑

L

YL(r̂)t
n
ℓ (r, r

′, E)YL(r̂
′), (1.117)

which yields

∫ r=S

0

jℓ(
√
Er)vn(r)Rn

ℓ (r, E)r
2dr =

∫ r=S

0

∫ r′=S

0

jℓ(
√
Er) (1.118)

× tnℓ (r, r
′, E)jℓ(

√
Er′)r2drr′2dr′

= tnℓ (E).

or, in Dirac notation

〈jℓ|vn|Rn
ℓ (E)〉 = 〈jℓ|tn(E)|jℓ〉 (1.119)

= tnℓ (E),

with jℓ(
√
Er) = 〈

√
Er|jℓ〉, Rn

ℓ (r, E) = 〈r|Rn
ℓ (E)〉 and vn(r)δ(r − r′) = 〈r|vn|r′〉.

The scattering quantities, tnℓ (E), are the single-site T -matrix elements in the L-

representation. They can be evaluated by an integration using the left-hand side of

Equation (1.118), assuming that Rn
ℓ can be calculated.

Thus, the regular solutions can be expressed outside the sphere (free-space) in terms

of the single-site T -matrix elements tnℓ as

Rn
ℓ (r, E) = jℓ(

√
Er)− i

√
Etnℓ (E)hℓ(

√
Er) (r ≥ S). (1.120)
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For practical purposes, the single-site T -matrix elements are determined by match-

ing between solutions as well as their first-derivatives inside and outside muffin-tin

region

Rn
ℓ
′(r, E)

Rn
ℓ (r, E)

∣∣∣∣
r=S

=
jℓ

′(
√
Er)− tnℓ (E)hℓ

′(
√
Er)

jℓ(
√
Er)− tnℓ (E)hℓ(

√
Er)

∣∣∣∣∣
r=S

, (1.121)

then

tnℓ (E) =
1

i
√
E

Rn
ℓ (r, E)jℓ

′(
√
Er)−Rn

ℓ
′(r, E)jℓ(

√
Er)

Rn
ℓ (r, E)hℓ

′(
√
Er)−Rn

ℓ
′(r, E)hℓ(

√
Er)

∣∣∣∣∣
r=S

, (1.122)

where f ′ = df

dr
[31].

In analogy with the expression of the Green’s function of the free system, the single-

site Green’s function can also be expanded in terms of regular and irregular solutions.

To proceed, we use the ansatz

Gn(r, r′, E) =
∑

L

YL(r̂)G
n
ℓ (r, r

′, E)YL(r̂
′), (1.123)

and inserting this expression with both Equation (1.106) and Equation (1.117) in the

single site form of Equation (1.102). Using the spherical harmonics orthogonality

relations we obtain

Gn
ℓ (r, r

′, E) = G0
ℓ(r, r

′, E) +

∫ r1=S

0

∫ r2=S

0

G0
ℓ(r, r1, E) (1.124)

× tnℓ (r1r2, E)G
0
ℓ(r2, r

′, E)r1
2dr1r2

2dr2,

or in operator formalism

Gn
ℓ (E) = G0

ℓ(E) +G0
ℓ(E)t

n
ℓ (E)G

0
ℓ(E). (1.125)

In the case of (r > r′ > S) and with use of the spherical (polar) coordinates taking

into account the orthogonality relation of the spherical harmonic functions, one finds

Gn
ℓ (r, r

′, E) = −i
√
EjL(

√
Er<)hL(

√
Er>) (1.126)

− EhL(
√
Er<)t

n
ℓ (E)hL(

√
Er>)

= −i
√
E
[
jL(

√
Er<)− i

√
Etnℓ (E)hL(

√
Er<)

]
hL(

√
Er>).

Thus, the single-site Green’s function can be written in the same way as the free

Green’s function

Gn(r, r′, E) = −i
√
E
∑

L

Rn
L(r<, E)H

n
L(r>, E), (1.127)
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with the regular and irregular solution are defined respectively,

Rn
L(r, E) = jL(

√
Er)− i

√
Etnℓ (E)hL(

√
Er), (1.128)

Hn
L(r, E) = hL(

√
Er) for r ≥ S. (1.129)

From another point of view, a different kind of regular ZL and irregular JL functions,

called scattering solutions, are adopted in order to write the Green’s function in

terms of scattering quantities [32].

Zn
L(r, E) = jL(

√
Er)tnℓ (E)

−1 − i
√
EhL(

√
Er), (1.130)

Jn
L(r, E) = jL(

√
Er) for r ≥ S. (1.131)

Eventually, the single-site Green’s function can be rewritten as

Gn(r, r′, E) =
∑

L

Zn
L(r, E)t

n
L(E)Z

n
L(r

′, E) (1.132)

−
∑

L

Zn
L(r<, E)J

n
L(r>, E).

• Full potential

In general, the potential is anisotropic, which has a non-spherical contribution,

especially for those systems with open structures or systems with broken symmetry.

The generalization to potential of arbitrary shape can be done by expanding the

potential and the basis functions in terms of spherical harmonics functions [33, 34].

V (r) =
∑

L

VL(r)YL(r̂), (1.133)

RL(r, E) =
∑

L′

RLL′(r, E)YL(r̂). (1.134)

Then, all the required integrals are convoluted using the the shape function Θ(r).

The latter is also expanded in spherical harmonics

Θ(r) =
∑

L

ΘL(r)YL(r̂), (1.135)

which equal 1(0) inside(outside) the Wigner-Seitz cell.

This procedure further complicates the calculations, since system of coupled radial

equations have to be solved. Practically, this problem can be bypassed by iterative

schemes in which the non-spherical part of the potential can be treated as a pertur-

bation. This can be justified because the potential inside the sphere is of central-like

character, so the expansion of a finite amount of angular-momentum is sufficient.
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Multiple scattering theory

In the general case the potential consists of multiple scatterers embedded in free space.

In multiple scattering theory, the potential V of the total system is treated as a collection

of single-potentials vn. In operator representation the potential reads V =
∑

n v
n , and

the corresponding T -matrix is written

T =
∑

n

vn +
∑

n,m

vnG0vm +
∑

n,m,l

vnG0vmG0vl + . . . (1.136)

=
∑

n

Tn,

with T n is defined and expressed in terms of the single-site T -matrix as

Tn = vn +
∑

m

vnG0vm +
∑

m,l

vnG0vmG0vl + . . . (1.137)

= vn + vnG0

(
∑

m 6=n

Tm − Tn

)

= tn + tnG0
∑

m 6=n

Tm.

where the single-site T -matrix elements is defined as

tn =
(
1− vnG0

)−1
vn. (1.138)

In terms of the scattering path operator, τnm [35], the T -matrix can be re-expressed as

T =
∑

n,m

τnm. (1.139)

This implies

Tn =
∑

m

τnm. (1.140)

One can write Equation (1.137) as

Tn = tn + tnG0

(
∑

m

Tm − Tn

)
. (1.141)

Inserting the expression of T n, Equation (1.140), in both sides of the last equation

∑

m

τnm =
∑

m

tnδnm + tnG0

(
∑

m

∑

k

τ km −
∑

m

τnm

)
. (1.142)
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The sum can be eliminated

τnm = tnδnm + tnG0

(
∑

k

τ km − τnm

)
(1.143)

= tnδnm + tnG0
∑

k 6=n

τ km.

Or in r-representation

τnm(r, r′) = tn(r, r′)δnm +
∑

k 6=n

∫∫
tn(r, r′′) (1.144)

×G0(r′′, r′′′)τ km(r′′′, r′)dr′′dr′′′.

While tnl defines all the scattering events produced at a single site, τnm describes the

scattering effects from one site to another one including all the scattering events in-

between. Further manipulation in Equation (1.143) leads to
∑

k

[
(tn)−1 δnk −G0(1− δnk)

]
τ kn = δnm. (1.145)

This can be reformulated in a matrix form in which the scattering path operator reads

τ =M−1, (1.146)

Mnm = (tn)−1 δnm −G0(1− δnm). (1.147)

It is convenient to work with cell-centered coordinates, where r = rn + Rn and r′ =

r′m +Rm. The coordinates rn and r′m are respectively confined inside cells n and m. The

cells are centered at the atomic positions Rn and Rm. In this framework, the free Green’s

function is expanded by the spherical harmonics using the real-space structure constants,

G0,nm
LL (E), as expansion coefficients which called KKR structure constants, [36, 37]

G0(rn +Rn, r
′
m +Rm) = δnmG

0(rn, r
′
n) (1.148)

+ (1− δnm)
∑

LL′

jL(
√
Ern)G

0,nm
LL′ (E)jL′(

√
Er′m),

with

G0(rn, r
′
n) =− i

√
E

[
∑

L

jL(
√
Ern)hL(

√
Er′n)Θ(r′n − rn) (1.149)

+
∑

L

hL(
√
Ern)jL(

√
Er′n)Θ(rn − r′n)

]
,
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where Θ(r) is the Heaviside function equal to 1(0) when r > (<)0. Replacing the expres-

sion of the free Green’s function in the Equation (1.144) with its new cell-centered form

(the above equation), multiplying from the left and from the right of Equation (1.144) by

JL(
√
Ern) and JL′(

√
Er′m), respectively, and carrying the integrals in rn- and r′m-space

gives the fundamental equation of motion for the scattering path operator in multiple

scattering theory

τnmLL′(E) = tnL(E)δnm + tnL(E)

(
∑

k 6=n

∑

L′′

G0,nk
LL′′(E)τ

km
L′′L′(E)

)
, (1.150)

with the scattering path operator elements are defined

τnmLL′(E) =

∫∫
jL(

√
Ern)τ

nm(rn +Rn, r
′
m +Rm, E)jL′(

√
Er′m)drndr

′
m. (1.151)

In terms of matrices the equation of motion reads,

τnm(E) = tn(E)δnm + tn(E)
∑

k 6=n

G0,nk(E)τ kn(E) (1.152)

= tn(E)δnm +
∑

k 6=m

τnkG0,km(E)tn(E),

where the underlined objects are matrices with respect to angular-momentum index L,

for instance, (τnmLL′) = τnmLL′ .

In the case of periodic system the above equation of motion can be solved by a Brillouin

zone (BZ) integration

τnm(E) =
1

ΩBZ

∫

BZ

[
t(E)−1 −G0(k, E)

]−1
e−ikRnmdk, (1.153)

where G0(k, E) is the Fourier transform of the real-space structure constant matrix.

Green’s Function

In the previous subsections, we have seen two fundamental steps for the construction

of the Green’s function for a system of a multi scatterers. In terms of the scattering path

operator, the Green’s function can be written with cell-centered coordinates as

G(rn +Rn, r
′
m +Rm) = G0(rn +Rn, r

′
m +Rm) (1.154)

+
∑

ij

∫∫
G0(rn +Rn, r

′′
i +Ri)τ

ij(r′′i +Ri, r
′′′
j +Rj)

×G0(r′′′j +Rj, r
′
m +Rm)dr

′′dr′′′.
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We can reformulate the expression of the free Green’s function, Equation (1.148), in vector

and matrix notation

G0(rn +Rn, r
′
m +Rm) = (1− δnm)

〈
J(rn)

∣∣G0,nm
∣∣ J(r′m)

〉
(1.155)

− i
√
Eδnm [〈J(rn)|H(r′n)〉Θ(r′n − rn)

+ 〈H(rn)|J(r′n)〉Θ(rn − r′n)] .

Here, |F 〉 denotes a vector with fL elements. Inserting the above equation in Equation

(1.154) and with some manipulation and simplification taking into account that τnm(rn+

Rn, r
′
m +Rm) is zero when its arguments are outside the muffin-tin spheres, hence

τnm =

∫ S

0

∫ S

0

|J(rn)〉τnm(rn +Rn, r
′
m +Rm)〈J(r′m)|drndr′m, (1.156)

one can obtains for rn and r′m greater than S the following expression of the Green’s

function

G(rn +Rn, r
′
m +Rm) =− E 〈H(rn) |τnm|H(r′m)〉 (1.157)

+ 〈J(rn)|
[
G0,nm +

∑

i 6=n,j 6=m

G0,niτ ijG0,jm

]
|J(rm)〉

− i
√
E〈J(rn)|

[
Θ(r′n − rn)δnm +

∑

i 6=n

G0,niτ im

]
|H(r′m)〉

− i
√
E〈J(rn)|

[
Θ(rn − r′n)δnm +

∑

j 6=m

τnjG0,jm

]
|H(r′m)〉.

Further, the manipulation in the equation of motion of the scattering path operator,

Equation (1.152), yields useful quantities

∑

i 6=n

G0,niτ im = mnτnm − δnm (1.158)

∑

j 6=m

τnjG0,jm = τnmmm − δnm (1.159)

G0,nm +
∑

i 6=n,j 6=m

G0,niτ ijG0,jm = mnτnmmm −mnδnm, (1.160)

where mn = (tn)−1, with these considerations and using the relation Θ(r)− 1 = −Θ(−r),
one arrives at the final form of the Green’s function written in terms of the scattering
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solutions

G(rn +Rn, r
′
m +Rm) = 〈Zn(rn) |τnm|Zn(r′m)〉 (1.161)

− δnm [〈Zn(rn)|Jn(r′n)〉Θ(r′n − rn)

+ 〈Jn(rn)|Zn(r′n)〉Θ(rn − r′n)] ,

with the regular and irregular functions being defined, respectively,

|Zn(r)〉 = mn|J(r)〉 − i
√
E|H(r)〉 (1.162)

|Jn(r)〉 = |J(r)〉. (1.163)

So far, this expression of the Green’s function has only been accessed by the arguments

rn and r′m outside of muffin-tin spheres. However, it can also be valid on and inside the

muffin-tins. This is because that the Green’s function is an object that satisfies a second

order differential equation in all space [38].
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Chapter 2

Methods at Finite-Temperature

In principle, the generalization of DFT to include temperature-dependent effects is

possible, and such an attempt was made earlier by Mermin (1956)[39]. However, for

magnetism, Mermin’s temperature-dependent DFT encounters obstacles in use due to

the difficulties associated with the temperature-dependent exchange-correlation approxi-

mation [40]. In the adiabatic approximation, the Heisenberg model is an approach that

works well in practice. It simply and accurately deals with magnetism at finite temper-

atures. In electronic transport, the study of real materials subjected to external fields is

a non-equilibrium statistical problem. It is a task that is difficult to deal with using a

complete microscopic theory. Alternatively, one can use the Boltzmann transport theory

under the semi-classical approximation of electron dynamics. Under these assumptions

(adiabatic and semiclassical), DFT provides the starting point and input parameters for

temperature-dependent study.

2.1 Magnetism

2.1.1 Origins

Bohr and van Leeuwen show that the phenomena of magnetism in thermal equilibrium

cannot be explained from classical approaches. It is found that all successful approaches

are based on quantum mechanical descriptions. Magnetism is a quantum-statistical phe-

nomenon that emerged from the interplay of the Coulomb interaction with the Fermionic

nature of electrons. This can be understood from the Hartree-Fock approximation, where

the exchange interaction only occurs for electrons of the same spin quantum number.

Therefore the HF equations can be regarded as spin-dependent equations through spin-

dependent potentials. The potential can be different for each spin projection, {↑, ↓},
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leading to spin-imbalance for electron occupancy in some systems and thus producing a

spontaneous magnetization[41, 42].

For more illustration, consider a system of two electrons interacting with each other by

Coulomb repulsion, subjected to external potential given by hydrogen molecule. [43]. The

system is characterized by two atomic orbitals, ϕA and ϕB, at a long distance between

the hydrogen atoms. The spatial wave function can be approximated by a product of

these two orbitals. The spin degree of freedom can be taken into account using the singlet

and triplet spin functions for a system of two spin-1/2 particles. The wave function

of the system is divided into two different wave functions, singlet and triplet, in order

to respect the Pauli exclusion principle. The singlet is the product of the symmetric

spatial wave function and the singlet spin function, while the triplet is the product of the

antisymmetric spatial function (here the electrons avoid each other than in the symmetric

case, thus reducing the Coulomb repulsion) and the triplet spin function. At the lowest

energies, the Hamiltonian is diagonal in the singlet and triplet states. It directly gives

two different energies, ǫs and ǫt. The energy ǫs corresponds to the single state with spin

S = 0, while ǫt is associated with the triplet states of spin S = 1. Within the limit of

small overlap between atomic orbitals,

ǫt − ǫs ≃ −2J, (2.1)

where

J =

∫∫
ϕ∗
A(r)ϕ

∗
B(r

′)
1

|r− r′|ϕB(r)ϕA(r
′)drdr′ (2.2)

is the exchange energy. This approach was introduced by Heitler and London (1927) to

describe the binding energy of the H2-molecule. Depending on the overlap, the exchange

integral can be positive or negative, determining the most stable spin configuration—

triplet or singlet state. The exchange integral can always be positive if the orbitals are

orthogonal, as for two electrons in the same atom. Hence the triplet state is the most

favorable. This is the origin of Hund’s first rule: Within an atom, electrons are distributed

in the incompletely filled shell such that the spin multiplicity has the greatest value. It

was noticed by Dirac and Heisenberg independently that both singlet and triplet energies

are solutions of the following effective Hamiltonian

Heff = ǫs +
1

2
(ǫt − ǫs)S

2. (2.3)

Which acts only on the spin functions. This Hamiltonian can be reformulated to another

form using the relation (S1 + S2)
2 = S2

1 + S2
2 + 2S1S2, with the fact that S2

1 + S2
2 =

3
4
+ 3

4
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to obtain

Heff = ǫs − 2(ǫt − ǫs)(S1S2 +
3

4
) = constant− 2JS1S2. (2.4)

In this form, the Hamiltonian is known as the Heisenberg model for a system with two

spin moments. It indicates that the magnetic state is ferromagnetic (parallel spin) if J is

positive, while antiferromagnetic (antiparallel ) if J is negative.

In general, the magnetic moments of atoms or ions are the sum of their orbital and

spin moments. It has been shown that for ferromagnetic transition metals and magnetic

Heusler compounds, the orbital contribution associated with d electrons is almost zero

because it is quenched by crystal field splitting. Thus only their spin moments can be

survived [44]. The Heisenberg Hamiltonian can be generalized to a large number of spin

moments centered on sites i and j by assuming a sum concerning all pair spin-interaction

Jij as:

H = −
∑

ij

JijSiSj. (2.5)

The exchange interaction in this description is called direct exchange because it is

nonzero only if the overlap between orbitals exists. Direct exchange is the characteristic

of systems with short interatomic distances. However, most magnetic materials have

a large atomic separation which prevents such a mechanism from being possible. For

ferromagnetic metals, the indirect exchange is the dominant mechanism, as conduction

electrons play the role of mediator in the coupling of distant magnetic moments. This

interaction is long-ranged and oscillates between ferromagnetic and antiferromagnetic

coupling known as RKKY (Ruderman-Kittel-Kasuya- Yosida) interaction [45]. Another

indirect exchange mechanism consists of the small covalent hybridization between the d

states of local moments and the sp states of nonmagnetic atoms. Therefore, two local

moments interact via hybridization through the intermediate nonmagnetic atoms, and

the interaction is called superexchange [46]. This mechanism is usually characteristic of

magnetic insulators and mostly leads to antiferromagnetic coupling between the magnetic

moments.

2.1.2 Localized and itinerant picture

The Heisenberg model implies that the exchange interaction occurs between well-

defined local atomic moments. In this localized picture, the magnetic moments are as-

sumed to be integrals, and hence their origin is explained based on Hund’s first rule.

However, the observation of many magnetic materials such as Fe, Co and Ni ferromag-

netic metals reveals that the magnetic moments are not integral multiples of the Bohr
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Although Stoner’s theory succeeded in describing magnetism at zero temperature, it

failed at a finite temperature. In the Stoner picture, the spin fluctuation consists of the

excitation of electrons from the spin-majority band to the spin-minority one, resulting

in the creation of electron-hole pairs. This is called the longitudinal spin-fluctuation;

with increasing temperature, the rate of the spin-flip excitations across the stoner gap

increases, causing the gradual decrease of the magnetic moments until they finally vanish

at TC, as illustrated in Figure 2.1. Because the energy required for the Stoner excitation

is of the order of the exchange splitting, the expected TC is very high. Indeed, the

Stoner calculation of TC for ferromagnetic transition metals shows much higher values

than the experimental ones [40]. In contrast, the transversal spin-fluctuations necessitate

excitations of low energies, represented by spin waves arising as natural excitation in the

Heisenberg model. In this context, what cannot be described by one of the two models is

easily accounted for by the other model. Because spin dynamics of many ferromagnetic

transition metals can decouple (adiabatic approximation) from the motion of electrons,

the Heisenberg model describes the temperature-dependent magnetic properties of these

materials very well. [47]

2.1.3 Mean-field approximation

In this thesis, We adopt the Heisenberg local moment picture to describe magnetic

systems at finite temperatures. The starting point is following Hamiltonian

H = −
∑

ij

JijSiSj − gµBB
∑

i

Sz
i , (2.7)

where in addition to the Heisenberg Hamiltonian, we added the Zeeman term to describe

systems of interacting spin subject to a uniform external magnetic field B (assumed to

be pointing in the z-direction). The numerical constant g = 2 is the g-factor of the

electron. In general, one cannot exactly solve the statistical problem associated with this

Hamiltonian. The mean-field approximation is the simplest way to deal with this problem.

The approach is based on the simple idea that the interaction of each particular spin with

all others is replaced by a mean-field one independent of each sites. The procedure is

to write Si = 〈Si〉 + δSi, where δSi = Si − 〈Si〉 are the fluctuations. At first-order in
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fluctuation, (δSiδSj = 0), the product of the spins is given by

SiSj =

(
〈Si〉+ δSi

)(
〈Sj〉+ δSj

)
(2.8)

= 〈Si〉〈Sj〉+ 〈Si〉δSj + δSi〈Sj〉

= −〈S〉2 + 〈S〉
(
Si + Si

)
,

where we have assumed 〈Si〉 = 〈Sj〉 = 〈S〉. In the ferromagnetic state where all spin point

in z-direction the Hamiltonian with this spin product reads

H = −
∑

i

(
gµBB + 2〈S〉

∑

j

Jij

)
Sz
i +

∑

i

〈S〉2
∑

j

Jij (2.9)

= −
∑

i

(
gµBB + 2〈S〉Ji

)
Sz
i +

∑

i

〈S〉2Ji

=
∑

i

(
− gµBBeffS

z
i + 〈S〉2J0

)
,

with Beff = B + 2J0
gµB

〈S〉. We have used periodic boundary conditions (satisfied for bulk

systems), Ji = Jj = J0, with J0 =
∑

i J0i is called the onsite exchange interaction.

The problem of interacting spins is reduced via the mean-filed approach into effective

paramagnetic (independent spins) one subject to the effective magnetic field Beff . The

effective field (also known as the Weiss field) must be determined in a self-consistent

manner because it depends on the solution to the problem, that is the quantity 〈S〉. The
magnetic properties at a finite temperature of a paramagnetic system are determined

easily using the partition function of Boltzmann statistic Z = (Zα)
N , where Zα is the

partition function of a single atom written as

Zα =
∑

n

e−βEn =
S∑

m=−S

e−β〈S〉J0e−β|g|µBBeffm (2.10)

=
S∑

m=−S

aqm

= aq−S

2S+1∑

i=1

qi−1,

with β = 1
kBT

and the abbreviations a = e−β〈S〉J0 and q = e−β|g|µBBeff are used. Evaluating

the sum of the geometrical series, the last line of the above equation directly yields

a

(
q−(S+ 1

2
) − qS+

1
2

q−
1
2 − q

1
2

)
, (2.11)
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and hence

Zα = e−β〈S〉J0
sinh

[
β|g|µBBeff

(
S + 1

2

) ]

sinh

[
β|g|µBBeff

2

] . (2.12)

The average spin 〈S〉 along the direction of the effective field can be reads

〈S〉
S

= (SZα)
−1

S∑

m=−S

me−β|g|µBBeffm (2.13)

= − 1

|g|µBβS

∂ log(Zα)

∂Beff

= BS(β|g|µBBeffS),

where BS(x) is known as the Brillouin function, given by

BS(x) =
2S + 1

2S
coth

(
2S + 1

2S
x

)
− 1

2S
coth

(
1

2S
x

)
. (2.14)

One can reformulate Equation (2.13) to an appropriate form. Without an applied field

we can write

x =
|g|µBSBeff

kBT
(2.15)

= −2J0S
2

kBT

〈S〉
S
,

⇒ kBT

2J0S2
x = BS(x). (2.16)

We can solve the last self-consistent equation graphically by plotting separately the func-

tions located on the left- and the right-hand side. The intersections between the straight

lines on the left-hand side of the Equation (2.16) and the Brillouin function determine

the solutions, which correspond to the average magnetic moments (see Figure 2.2) [43].

From Figure 2.2, one can identify two distinct regions separated by a straight line

that corresponds to a specific critical temperature (Curie temperature). The region above

the Curie temperature indicates an intersection associated with zero magnetization: the

intersection occurs at x = 0 and hence 〈S〉 = 0. The same solution survives below TC, but

it cannot be stable because it leads to a maximum in the free energy. However, within

this temperature range, there exists another solution corresponding to finite magnetization
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where µ and ν denote the sublattices, R and R′ are lattice vectors specifying the mag-

netic atoms within the sublattices. The unite vector eµ
R

points in the direction of the

corresponding magnetic moment specified by R in sublattice µ. Here, the exchange pair

parameter Jµν

RR
′ is defined to incorporate the product SµSν . Directly, the Curie tempera-

ture of the multi-sublattice system is obtained by solving the following coupled equations

3

2
kBTC 〈eµ〉 =

∑

ν

Jµν
0 〈eν〉 , (2.21)

With

Jµν
0 =

∑

R 6=0

Jµν
0R. (2.22)

〈e〉 is the average z-component of the vector e. One can formulate the above-coupled

equations as an eigenvalue matrix problem

(J− ǫI)E = 0. (2.23)

With ǫ = 3kBT
2

, J is a matrix of Jµν
0 , I is a unit matrix and E is a vector of 〈eµ〉. The

largest eigenvalue of J gives the value of the Curie temperature[49, 50].

2.1.4 Exchange interaction from first-principles

There are two commonly used approaches to evaluate the exchange interactions from

ab initio calculations. In all of them, the complex itinerant magnets described by the

first principles in the framework of DFT are mapped onto the Heisenberg Hamiltonian.

This procedure relays on the adiabatic assumption that the motion related to transverse

excitation (spin waves) is much slower than the motion associated with the hopping of

electrons (involving Stoner transitions) [51]. One can ensure this in systems characterized

by magnetic atoms with large exchange splitting, e.g., Mn atoms, implying the presence

of a well-defined local magnetic moment, with a good approximation, is almost insensitive

to any arbitrary rotations in its magnitude.

Based on this fact multiscale study is introduced for modeling magnetic materials[52].

The first approach for determining the exchange parameters works in reciprocal space,

called the frozen-magnon approach. The scheme consists of the calculation of the total

energies E(q) of the constrained spin-spiral configurations characterized by reciprocal

wave vectors q [53, 54, 55, 56, 57]. The exchange coupling parameters are retrieved by

performing a back-Fourier transformation of those defined in reciprocal space. The latter

are extracted from the solution of a system of coupled equations.
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In contrast, the second approach performs differently, where one can directly obtain

the exchange parameters by a real-space scheme [58]. This method is based on the mag-

netic force theorem. The total energy difference related to infinitesimal rotations can be

directly approximated by the band energy difference of the ground states of a collinear

spin structure [59, 60]. Accordingly, in the context of the multiple scattering theory, the

energy change caused by an infinitesimal perturbation of the angle between two magnetic

moments is calculated using Lloyd’s formula [61]. Therefore, an expression of the pair

exchange parameters can be written as a function of the scattering parameters

Jij = − 1

4π
ℑ
∫ EF

Tr
(
t−1
i↑ − t−1

i↓
)
τ ij↑
(
t−1
j↑ − t−1

j↓
)
τ ji↓ dE, (2.24)

with t is the single-site matrix and τ is the scattering path operator. The arrows indicate

the spin projection along the quantization axis (e.g., z-direction). This formalism is

implemented in the SPRKKR program [29, 62], and we will use it to determine the pair

exchange interactions of Heusler compounds.

2.2 Thermoelectric

2.2.1 Semiclassical electrons dynamic

In the Drude model of the free electron system, the motion of electrons between

two collisions is described using simply the classical equations of motion. In quantum

mechanics, the same equations appear if we consider the dynamics of the electron wave

packets. The wave packets are constructed by a superposition of plane waves. The

generalization to systems of an arbitrary periodic potential is given by the semiclassical

approach. In this framework, the wave packet is a superposition of the stationary Bloch

waves ψnk(r) with energies ǫn(k) that lie in the same band

Wnk(r, t) =
∑

k
′

w(k′)ψnk′(r)e−i
ǫn(k′)t

h̄ , (2.25)

with w(k′) ≈ 0 for |k− k′| > ∆k. This wave packet is assumed to be characterized by a

wave vector k if ∆k is much smaller than the size of the Brillouin zone ∆k ≪ 1
a
, where a

is the lattice constant. Hence, from the limitation imposed by the Heisenberg uncertainty

principle ∆r∆k ≈ 1, the wave packet spreads over many unit cells ∆r ≫ a .

Under the assumption of slowly varying applied electric E(r, t) and magnetic B(r, t)

fields over the characteristic size of the wave packet, the evolution of the centers of mass
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(r,k) of this packet is described by the following semiclassical equations

dr

dt
= vn(k) (2.26)

=
1

h̄

∂ǫn(k)

∂k
,

h̄
dk

dt
= −e

[
E(r, t) +

1

c
vn(k) ∧B(r, t)

]
, (2.27)

with vn(k) is the average velocity of Bloch electrons interpreted as the group velocity

of the wave packet, and e is the positive elementary charge. The rate of change of h̄k

is equal to the external forces. In contrast to the free-electron system, the quantity,

h̄k, is called crystal momentum rather than electron momentum because it is not the

eigenvalue of the momentum operator acting on the Bloch states. The validity of the

semiclassical approximation relays on the assumption that electrons must stay in a given

band. Therefore, the magnitude of the applied forces should not be large so that there

is no transition between the bands [63, 64]. In the semi-classical model, one can treat

classically the applied forces. However, due to variation of the periodic potential over

distances smaller than the wave packet size, the effect of the crystal is included quantum

mechanically through the band dispersion.

Among the consequences of the semi-classical model is that filled bands are inert,

i.e., only electrons in the unfilled band are subject to electric current. Moreover, the

semiclassical description allows the introduction of the concept of holes which is practical

for interpreting some transport properties.

2.2.2 Boltzmann transport theory

Applying a uniform electric field or temperature gradient to metals permits conduction

electrons to respond as a direct electric current. The system thus changes from the thermal

equilibrium state described by the Fermi-Dirac distribution

f(k) =
1

e

[

ǫ(k)−µ

kBT

]

+ 1
, (2.28)

where µ is the chemical potential, to the non-equilibrium distribution function g(r,k, t).

The latter function is defined so that the number of electrons in phase-space volume

element around the point (r,k) at time t is

2g(r,k, t)
drdk

(2π)3
. (2.29)
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In the absence of collisions, this quantity remains conserved with time evolution

2g(r,k, t)
drdk

(2π)3
= 2g(r+ ṙt,k+ k̇t, t+ dt)

dr′dk′

(2π)3
, (2.30)

with r′ = r + ṙt and k′ = k + k̇t, where the point indicates the time derivative. Liou-

ville’s theorem states that the phase-space volume element remains unchanged during the

motion, drdk = dr′dk′, which allows writing

g(r,k, t) = g(r+ ṙt,k+ k̇t, t+ dt). (2.31)

Expanding to first order the right-hand side and dividing all by dt, yields

dg

dt
=
∂g

∂t
+ ṙ

∂g

∂r
+ k̇

∂g

∂k
= 0, (2.32)

which represents the continuity equation in phase-space, and remains valid as long as the

collision process is absent during the motion. However, in solids, the collisions stem from

various sources of scattering, such as impurities and phonons. The transport equation,

Equation (2.32), can include these collisions by adding a collision term,
(
∂g

∂t

)
coll

, to its

right-hand side. Proceeding from the observation that collisions in a shorter time (the

relaxation time τ) restore the state of equilibrium after removing the applied force, the

collision term can be approximated by

(
∂g(r,k, t)

∂t

)

coll

= −g(r,k, t)− f(r,k)

τ
, (2.33)

where f(r,k) is a local equilibrium Fermi-Dirac function, depends on vector r through

temperature and chemical potential. This approach is the simplest approximation known

as the relaxation time approximation. The corresponding semiclassical Boltzmann equa-

tion is

∂g

∂t
+ vn(k)

∂g

∂r
− e

h̄
E
∂g

∂k
=
g − f

τ
, (2.34)

employing the semiclassical equations ṙ = vn(k) and h̄k̇ = −eE. The Boltzmann equation

in the relaxation time approximation, Equation (2.34), admits a solution with rather

general aspects. In some aspects, a simplification is possible for calculating more simply

the transport properties. Accordingly, in the limit of slow semiclassical dynamics over the

moments of the order of τ , the non-equilibrium distribution function is given [64]

gn = fn + τvn(k)

(
−∂f
∂ǫ

)[
−eG− ǫ(k)− µ

T
(∇T )

]
, (2.35)
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with G = E+ ∇µ

e
is the electrochemical potential. One can define the electric current as

j = −2e
∑

n

∫
dk

(2π)3
vn(k)g, (2.36)

where the factor, 2, is set to account for spin degeneracy. The first term on the right-hand

side of Equation (2.35) does not contribute to the current because no current can exist

in the equilibrium state. Thus, after integration, the electrical current is given as a linear

response to external forces as

j = L(0)G+
L(1)

eT
(−∇T ) , (2.37)

with

L(ν) = e2
∫
σ(ǫ)(ǫ− µ)ν

(
−∂f
∂ǫ

)
dǫ (2.38)

is called the generalized transport coefficients and the the tensor σ(ǫ) is defined as

σ(ǫ) =
∑

n

∫
dk

4π3
τ (ǫ(k))vn(k)⊗ vn(k)δ (ǫ− ǫ(k)) . (2.39)

The electric current results from applying the electric (electrochemical) field and/or a

temperature gradient. The effect produced by the latter is called the Seebeck effect. For

cubic systems, the transport properties are isotropic, and thus the transport coefficient

tensors reduce to scalar quantities. The electrical conductivity σ(T ) = j

E
and the Seebeck

coefficient S(T ) = G
∇T

write in terms of the generalized transport coefficients as

σ(T ) = L(0) (2.40)

S(T ) =
1

eT

L1)

L(0)
. (2.41)

One can define the Seebeck coefficient as the fact that the application of a temperature

gradient induces charge accumulation at the boundary of the sample, thus the creation

of an electrochemical potential difference (voltage), as seen in Figure 2.3. The Seebeck

effect can be exploited in thermelectrics to harness energy out of heat waste.

The above formalism is implemented in the BoltzTraP code, which allows us to deter-

mine the transport properties from the first-principles band structure calculations using

the interpolation scheme [65].
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Chapter 3

Heusler Compounds

3.1 Introduction

Heusler compounds were discovered by Fritz Heusler in 1903 with his discovery of fer-

romagnetism in the new Cu2MnZ compounds (Z are sp elements), although none of the

constituent elements of this compounds are ferromagnetic. Subsequently, these class of

compounds was named after its discoverer. The Heusler family of compounds is charac-

terized by its large class containing more than 1000 compounds. They aroused enormous

interest after discovering half-metallic ferromagnetism in half-Heusler NiMnSb in 1983.

After that many properties, almost all kinds of magnetism, thermoelectric, superconduc-

tivity and topological insulator were found among the family of Heusler compounds.

This chapter gives a theoretical overview of Heusler compounds for their structural,

electronic and magnetic properties.

3.2 Structural properties

The crystal structure of the full-Heusler compounds with the general formula X2YZ

(where X and Y are usually transition-metal elements and Z is one of the main group

elements, see Figure 3.1) consists of four interpenetrating fcc sublattices denoted A,

B, C and D with coordinates (0, 0, 0), (1/4, 1/4, 14), (2/4, 2/4, 2/4) and (3/4, 3/4, 3/4)

respectively. There exist two different arrangements of atoms in Heusler compounds: In

the L21 structure (space group no. 225: Fm3m), the prototype is Cu2MnAl, the two

X elements equally occupy the A and C sublattices, while B and D host the Y and Z

atoms, respectively. However, It is observed that Heusler compounds rather crystallize

in the XA structure (space group no. 216: F43m), the prototype Hg2TiCu when the
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Table 3.1: Magnetic properties of some magnetic Heusler compounds [71].

Structure Compound Magnetic

moment

(µB)

Magnetic

state

TC(K)

C1b NiMnSb 4 FM 730

CoMnSb 2.96 FM 490

L21 Co2TiAl 1 FM

Co2TiGa 1 FM

Co2TiSi 2 FM 380

Co2TiGe 2 FM 380

Co2TiSn 2 FM 355

Co2VSi 2.9 FM

Co2VGe 3 FM

Co2VSn 3 FM

Co2CrAl FM 330

Co2CrGa 2.99 FM 495

Co2FeSi 5.9 FM 1100

Co2FeGe FM

Co2FeAl 4.5 FM 1170

Co2FeGa FM

Co2MnSi 4.94 FM 985

Co2MnGe 5 FM 905

Co2MnSn 4.98 FM 829

Co2MnAl 3.97 FM 693

XA Mn2VAl 2 FiM 768

Mn2CoAl 2 FiM 720

Mn2CoGa 2 FiM 740

Mn2CoIn 1.95 FiM

Mn2CoSi 2.99 FiM

Mn2CoGe 2.99 FiM

Mn2CoSn 2.99 FiM

Mn2CoSb 3.99 FiM

bands of this gapped channel have different origins between half- and full-Heusler

compounds. As an illustration, we take the NiMnSb as the prototype of the half-
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Figure 3.5: Possible hybridization responsible for the gap formation in half-metallic full-Heusler

compounds [74].

and eu nonbonding states. The actual gap width is small compared to the covalent

one, and the interplay between the crystal field and the hybridization splitting of

the Co d states can determine its value. If the half-metallic gap in the L21 structure

contributes to the structural stability, the hybridization gap between the X-X and

Y d states should be sufficiently wider. This may be ensured by a large difference

in electronegativity between the X and Y atoms.

Similarly, for inverse full-Heusler compounds, the origin of the half-metallic gap

is explained by the same arguments used for the regular Heusler structure. The

transition metal in the B site hybridizes with the bonding states of the X(A)-Y.

The half-metallic gap locates in-between the antibonding states of the X(A)-Y atoms

(non-bonding to X(B))[75].

• Slater-Pauling rule: The integer spin magnetic moment

In band-structure theory, the spin magnetic moment m per unit cell is defined

as the difference in the number of valence electrons N between majority-spin and

minority-spin bands

m = (N↑ −N↓)µB (3.2)

= (N − 2N↓)µB.

As a consequence, Heusler compounds with half-metallicity show integer spin mag-

netic moments. In many Heusler alloys, the total magnetic moment can be tuned

60







3.3. ELECTRONIC STRUCTURE AND MAGNET . . . CHAPTER 3. HEUSLER COMPOUNDS

spin-gapless semiconductor Mn2CoAl. The magnetic moments were revealed using x-ray

magnetic circular dichroism (XMCD), and an opposite sign was observed between mag-

netic moments at Mn(A) and Co sites [95].

Zero moment Spintronics materials, such as the half-metallic antiferromagnets, which

are characteristic of some Heusler compounds, are more advantageous for applications

[96]. Ideally, they are magnetically transparent against external magnetic fields, and no

magnetic dipole fields can emerge from them to disturb the neighboring elements when

they integrate into spintronic devices [97]. This advantage could pave the way for high-

density integrated circuits. Of course, antiferromagnets have no magnetization. However,

due to symmetry consideration, their band structures are identical for both spin directions,

and hence the charge carries cannot be spin-polarized. In contrast, the characteristic

rotational symmetry of antiferromagnets is not present in half-metallic antiferromagnets

(also known as fully compensated half-metallic ferrimagnets). As a result, their electronic

behavior is different for the two spin directions with zero total magnetic moments [98,

99, 100, 101, 102]. The exact zero net spin moment in conventional antiferromagnets is

characteristic of spin rotational symmetry. Whereas it is related to the nature of spin-

resolved electronic structure—one of the spin bands must have an energy gap at the Fermi

energy—in half-metallic antiferromagnet [103]. We note that the exact zero spin magnetic

moments are restricted to the zero-temperature limit in half-metallic antiferromagnets. At

finite temperature, the half-metallic gap is not a well-defined quantity due to noncollinear

spin excitations, and thus the net spin moment deviates from its exact (integer) value.

3.3.3 Spin-gapless semiconductor

Spin-gapless semiconductor (SGS) presents a new type of spin-dependent electronic

structure. It was proposed with the study of the Co-doped PbPdO2 by Wang and collab-

orators in 2008 [104]. This class of spintronics material is unique because its electronic

structure at the Fermi level shows an energy band-gap that is zero for one spin direction

while it is finite in the opposite spin. Thus, the excited charge carriers both electrons

and holes can be fully spin-polarized. Additionally, the presence of a real gap for one

spin band leads to the voltage-tunable spin-polarized transport properties by shifting the

Fermi level in this gap. SGSs can be the appropriate magnetic materials for semiconduc-

tor spintronics, which can serve the spin-injectors due to their high electrical resistivity

compared to magnetic metal. Therefore, the resistivity mismatch can be overcome in the

junction SGS/semiconductor for efficient spin injection [105, 106, 107].

For Heusler compounds, Ouardi et al., are the first to have experimentally verified the

unique SGS behavior at room temperature in the inverse full-Heusler compound Mn2CoAl

63



3.4. FORMATION AND INTERACTION OF THE . . . CHAPTER 3. HEUSLER COMPOUNDS

[108]. After that, Heusler compounds were considered as potential candidates for hosting

the SGS property. Skaftouros et al [109]., have reported using first-principles electronic-

structure calculations of several potential candidates for the SGS state. Some of them

display zero total magnetic moments with high Curie temperature, an additional desirable

feature [110]. Unfortunately, recent total energy calculations from first principles show

that these compounds are never stable in the inverse Heusler cubic structure. They all

except the Ti2MnAl compound prefer to crystallize in the tetragonal structure, and their

unique properties were lost in this low symmetry structure [47].

3.4 Formation and interaction of the magnetic mo-

ments

Besides the technological interest, magnetic Heusler compounds provide a new area for

studying the fundamental aspects of magnetism like itinerant and localized magnetism

as well as the magnetic interaction. Many promising Heusler compounds contain Mn

atoms as one of their constituent elements. The Mn element which is surrounded by main

group elements in the octahedral environment has a well-defined local magnetic moment

in Heusler compounds. Kubler and collaborators are among the first which address this

feature by employing ab-initio electronic structure calculations [70]. They have found in

their study in the case of Co2MnAl, Co2MnSn, Ni2MnSn, Cu2MnAl, Pd2MnIn, Pd2MnSn,

and Pd2MnSb that the magnetization of these compounds is mainly confined at Mn

sites. They show that the magnetic moments of Mn are of localized character despite the

delocalization of their electrons.

The authors have explained the microscopic mechanism of this localized behavior

by comparing the partial DOS of Mn and (X––Co, Ni, Cu, and Pd) atoms for both

spin directions. They have observed that Mn and X atoms participate by their d states

in forming a common d band around the Fermi level. Therefore, the occupied part of

the d states of the Mn atoms delocalized through the whole crystal due to their strong

hybridization with the d states of X atoms, forming itinerant electrons. However, due

to the large exchange splitting of Mn 3d states, the minority band is mainly empty by

Mn occupations, resulting in an exclusion of minority electrons from the Mn 3d shell.

Therefore, in real space, this exclusion occurs only in localized regions around the Mn

centers, leading to Mn magnetic moments with a very localized character. On the other

hand, Co2TiZ compounds with Z are Si, Ge and Sn fully exhibit itinerant magnetism

[111].

With DFT, the itinerant or localized behavior of the spin moments can be revealed
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using the disordered local moment (DLM) procedure in the coherent potential approxima-

tion (CPA), or the fixed magnetic moment (FSM) calculations. While magnetic moments

of localized nature are robust to rotations, those of itinerant character are not. The

magnitudes of itinerant moments vary significantly, depending on the deviation of the

constrained magnetic state from the ground state (unconstrained). Accordingly, Qin et al

[112]., show that the Fe and Mn magnetic moments are well-defined local moments em-

bedded in an itinerant ferromagnetic background provided by the Co atoms in Co2FeSi

and Co2MnSi compounds. By combining experimental and ab-initio studies, similar be-

havior was found in Mn2CoGa compound [90]. In the Co2TiSi compound, Co atoms carry

almost the magnetic moments. These moments are itinerant because both the DLM and

FSM significantly affect their magnitudes [111, 112].

The spin magnetic moments in a magnet interact with each other via the exchange

mechanism. According to the nature of this interaction the magnetic state can be clas-

sified. One can typically observe that magnetic Heusler alloys behave as a local-moment

system [70, 113, 114]. This fact implies that the Heisenberg model can be considered for

the description of magnetic Heusler compounds.

The mapping of the ab-initio electronic structure calculations to the Heisenberg model

allows for determining the exchange couplings. In recent studies, both direct and indi-

rect exchange interactions have been found to contribute to the magnetic coupling in

Heusler compounds. The first contribution to this study using ab-initio methods was also

made by Kubler and his collaborators in the article where they studied the mechanism

of local moment formation, as mentioned above. They conclude that indirect exchange

interaction, both RKKY and superexchange, are responsible for coupling the local Mn

moments separated by about 4Å. Şaşıoğlu et al [115]., performed more systematic first-

principles calculations to study Mn-based Heusler alloys. They used the frozen-magnon

approach to determine the exchange interactions of different sublattices. Their study re-

vealed indirect coupling between Mn moments, where they found that the conduction sp

electrons play an important role in mediating the interaction. Meinert et al [50]., have

calculated the exchange coupling of the Mn2CoZ (Z = Al, Ga, In, Si, Ge, Sn, Sb) inverse

Heusler compounds from the first principles. Their calculations are based on the real-

space magnetic force theorem. They found that the direct exchange between moments

in the inter-sublattice dominates the pattern of exchange interaction. Their calculated

Curie temperature is very high due to the large direct exchange. The same authors have

shown that the hypothetical Mn2TiZ (Z = Al, Ga, In, Si, Ge, Sn, P, As, Sb) compounds

have complex exchange interactions, where both direct and indirect exchange couplings

are present [89].
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Chapter 4

Prediction of High TC Half-Metallic

Ferrimagnetism: Mn2LiZ (Z = Si,

Ge and Sn)

4.1 Introduction

Based on ab-initio calculations, the properties of the new Mn2LiZ Heusler compounds

are presented and discussed. The compounds are designed from the concept that filling

the voids contained in some hypothetical half-Heusler compounds can lead to the stability

of new Heusler compounds. Some Li-based Heusler compounds exist, like Co2LiGe and

Ni2LiSi, but none of them present magnetic behavior[116]. Theoretically, Mn2LiZ Heusler

compounds with Z is As and Sb are reported to be interesting half-metallic ferrimagnetic

materials [117].

The electronic structure calculations presented in this study are performed using

the more accurate method, namely the full-potential linearized augmented plane wave

method, implemented in the WIEN2k code [118, 119]. A 17 × 17 × 17 k-point grid

is used for the Brillouin zone integration. The number of plane waves is truncated to

RMT ×Kmax = 8, where Kmax is the maximum of the wave vector. The muffin-tin radii

RMT is chosen for all atoms equal to 2 a.u. to avoid overlaps at small lattice parameters.

The energy and charge convergence criteria are set to less than 0.00001 Ry and 0.00001

e/a.u.3, respectively.

We use the BoltzTraP code for the calculation of electronic transport properties [65].

As discussed previously, this program is based on the semiclassical Boltzmann transport

theory in constant relaxation time and rigid band approximation. In determining the

thermoelectric transport properties, the band energies are recalculated by WIEN2k with
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a high k-points mesh of 793 to obtain accurate results.

The exchange coupling parameters Jij are determined by employing the full-potential

spin-polarized relativistic Korringa-Kohn-Rostoker Green’s function as incorporated in

the SPRKKR program [62, 29]. From the calculation of the exchange couplings, the Curie

temperature is inferred in the mean-field approximation. The calculations are carried out

on the equilibrium lattice parameter determined by WIEN2K. The angular momentum

cut-off ℓmax = 3 is used with about 300 k-points in the irreducible wedge of the Brillouin

zone. We calculate the exchange coupling parameters on a high denser mesh of about

1000 k-points. The self-consistency was achieved for the energy convergence criterion of

less than 0.00001 Ry.

All self-consistent calculations presented in this study are carried out within the

generalized gradient approximation of Perdew, Burke, and Ernzerhof for the exchange-

correlation functional [22]. The scalar-relativistic representation of the valence states is

considered, while the core states are treated in an entirely relativistic manner. The results

in this chapter were published in Reference [120]

4.2 Structural, mechanical and thermodynamic sta-

bility

Structural optimization is done to determine the equilibrium crystal structures. The

minimization is carried out by fitting the total energy as a function of unit cell volume

to the Birch-Murnaghan equation of state for both L21 and XA structures. These two

structures are the only possible ordered arrangements for atoms in ternary cubic-Heusler

compounds. For magnetic competition, the total energy is calculated for each structure

in the non-spin-polarized (nonmagnetic) and spin-polarized cases. To address whether or

not the assumed cubic structures may or may not have a tetragonal distortion and their

stability, we also calculated the total energy with various c/at ratios at different constant

unit cell volumes.

In the L21 structure, the results indicate that spin-polarized calculations converge to

the ferromagnetic state. However, only the ferrimagnetic state can be stabilized in the

case of the XA structure. We denote that the ferrimagnetic solution of the Mn2LiSn in the

XA structure is only reached when constraining the calculations to the antiferromagnetic

configuration. In Figure 4.1, we can see that all energy curves present parabolic behavior

around the equilibrium lattice constants, which correspond to the lowest total energies.

For all three compounds, the ferrimagnetic state in the XA structure presents the lowest

total energy, as can be seen in Figure 4.1. Although the number of valence electrons of Mn
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Figure 4.1: The calculated total energy of

Mn2LiZ compounds as a function of lattice

parameters for both L21 and XA cubic struc-

tures, and with non-magnetic (NM), ferro-

magnetic (FM) and ferrimagnetic (FiM) con-

figurations.

is not smaller than that of Li, the compounds prefer to crystallize in the XA structure.

It is observed that the equilibrium lattice parameter increases with increasing atomic

number of the main group element.

Now we focus on the tetragonal distortion of the cubic structures for the three com-

pounds. In Figure 4.2, the results of the calculated total energy as a function of the c/at
ratio are presented for all compounds. They are calculated on the equilibrium conserved-

unit cell volume in both L21 and XA structures in their magnetic states. We can see that

the two structures behave differently under tetragonal distortion and show two different

characteristics. In the XA structure, we found no preference for tetragonal structure.

In all compounds, we see only one minimum total energy with c/at =
√
2 associated to

the cubic inverse-Heusler structure. However, we find that the case is different for the

L21 structure. While the total energy curve of the Mn2LiSi compound shows only one

minimum located at c/at =
√
2, the increasing of the atomic number of Z atom results in

that the energy curve develops toward those of tetragonal character. This is illustrated
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Figure 4.2: The calculated total energy of

Mn2LiZ compounds as a function of the c/at

ratio for L21 and XA tetragonal structures in

their magnetic configurations. at is the lat-

tice constant of the tetragonal phase and thus

c/at =
√
2 corresponds to the cubic lattice.

in Figure 4.2, where in addition to the cubic minimum, there is a tetragonal minimum

of the total energy. In Ge- and Sn-based compounds, the tetragonal structure has lower

total energy than the cubic L21 structure. Hence, with the increasing atomic number of

the Z elements, the tetragonal structure becomes more and more stable.

The detailed description of the tetragonal distortion in Heusler compounds is beyond

the scope of this thesis, and for more details, we suggest References [68, 69]. What is

essential is that the present compounds are still stable in the assumed XA cubic structure,

which shows lower total energy, as is plotted in Figure 4.2. Thus all that follows will be

carried out in the cubic XA structure in a ferrimagnetic state.

For mechanical stability, the elastic constants Cij are calculated, which in the case

of the cubic symmetry, the analysis reduces to the three independent constants, namely

C11, C12 and C44. The elastic constants are determined from the calculated total energies

of different strains. The total energies of the monoclinic, orthorhombic, and tetragonal

strain types are fitted to a 4th-order polynomial. A more recent and detailed study on

70



4.2. STRUCTURAL, MECHANICAL AND THER . . . CHAPTER 4. PREDICTION OF HIGH TC HALF- . . .

Table 4.1: Calculated lattice parameters (in Å), elastic constants (in GPa), formation energies

(in eV) and hull distance (in meV/atom) of Mn2LiZ (Z = Si,Ge, Sn).

Compound a C11 C12 C44 Ef ∆H

Mn2LiSi 5.66 141.74 46.57 122.39 −1.07 40

Mn2Si 5.40 −0.45

Mn2LiGe 5.86 125.36 57.36 99.18 −0.74 20

Mn2Ge 5.60 0.00

Mn2LiSn 6.23 104.45 52.18 80.26 −0.39 90

Mn2Sn 6.04 0.47

the derivation and analysis of the mechanical properties of cubic systems is presented in

Reference [121]. Here we only address the mechanical stability of our Heusler compounds.

All the present Mn2LiZ compounds are stable against small mechanical deformation,

because the elastic constants, as summarized in Table 4.1, meet the criteria of mechanical

stability [122]

C11 + 2C12 > 0, (4.1)

C11 − C12 > 0,

C44 > 0.

For thermodynamic stability, at least the formation energy must be negative. This

quantity is defined as the total energy difference between the compound and its constituent

elements, given by

Ef = EMn2LiZ − (2EMn + ELi + EZ) , (4.2)

where EMn2LiZ is the total energy of Mn2LiZ compound in the XA structure. EMn, ELi

and EZ are respectively the total energies of Mn, Li and Z in their bulk phases. The

equilibrium lattice parameters and formation energies are listed in Table 4.1. As one

descends the periodic table, the increased lattice constant of Mn2LiZ (Z = Si, Ge and

Sn) is attributed to the increase in the atomic radius of Z elements. We can see that all

three compounds show negative formation energy and thus meet one of the requirements of

thermodynamic stability. The formation energy correlates with the lattice constant, where

its absolute value decreased in the sequence Si–Ge–Sn. The calculated lattice constants

of the Mn2LiZ compounds are in the range of that of zinc-blend semiconductors. The

lattice constant of Mn2LiSi is well matched to that of both GaAs (a = 5.65 Å) and ZnSe

(a = 5.66 Å), as well as to the diamond semiconductor Ge (a = 5.65 Å). The lattice of
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Mn2LiGe and Mn2LiSn compounds can be matched with that of InP (a = 5.86 Å) and

ZnTe (a = 6.1 Å), respectively. This lattice matching is necessary for the epitaxial growth

of these compounds on top of semiconductor substrates for use in spintronics applications

and spin injection.

The Mn2LiZ compounds in the XA structure can be regarded as a simple design of

filling the voids of Mn2Z compounds in the C1b structure with Li atoms. This design

scheme was recently adopted in order to discover new semiconducting quaternary Heusler

compounds based on the 18-electron rule [3]. The Li atom is suitable to fill the void in

the half-Heusler structure due to its small size, and it can donate the only electron in its

outer shell to participate in the covalent bonding. This strategy may lead to the stability

of compounds in the Heusler structure. For example, we also calculated the formation

energy of Mn2Z half-Heusler compounds, and the results are summarized in Table 4.1.

The results indicate that only the Mn2Si compound exhibits negative formation energy.

The value of its formation energy is about twice that of the Li-compound, Mn2LiSi. As

the atomic number of the Z element increases, the formation energy increases, and the

compounds become more and more thermodynamically unstable. Therefore, compared

to Mn2Z half-Heusler compounds, the Mn2LiZ are stable compounds due to Li filling of

voids in the half-Heusler structure.

Negative formation energy is necessary but not a sufficient condition for the require-

ment of energetic stability. It only indicates that a compound is stable against decomposi-

tion into its constituent elements, not into binary, ternary phases, or a linear combination

of the respective composition. One way to address this thermodynamic issue is to cal-

culate the hull distance ∆H; The energy difference between the formation energy and

the convex hull. On the convex hull point, a phase is in its stable ground state with

the lowest energy than any other state in the same composition. Therefore, a zero hull

distance indicates that the compound is thermodynamically stable.

The convex hull can be obtained from the linear interpolation between stable phases.

A simple example is the compounds with the binary composition, AB. If we assume A,

B and A1−x0Bx0 at a specific composition x0 are stable phases, then we can construct the

energy curve from linear interpolation of their formation energies, i.e., the convex hull

energy curve for any composition x between 0 and 1, as illustrated in Figure 4.3. For

ternary phases, the energy surface in the composition space must be constructed from the

formation energies of known phases to determine the convex hull. In our case, we utilize

the convex hull energies available in the Open Quantum Materials Database (OQMD)

to evaluate the hull distance of the Mn2LiZ compounds [123, 124]. As is illustrated in

Table 4.1, all calculated ∆H of the present compounds are less than 100 meV. A recent

study shows that inverse full-Heusler compounds with a hull distance of less than 52 meV
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Figure 4.4: Calculated band structure for majority spin (left panel) and minority spin (right

panel) of Mn2LiZ (Z = Si, Ge and Sn).

increasing atomic number of Z elements. The electronic-band behavior of Mn2LiGe around

the Fermi level takes an intermediate position. The values of the band gap are shown in

Table 4.2. The Mn2LiGe compound has a larger band gap of about 1.15 eV. For majority

74



4.3. ELECTRONIC STRUCTURE AND MAGNET . . . CHAPTER 4. PREDICTION OF HIGH TC HALF- . . .

✲✶✵

✲✺

✵

✺

✶✵

✲✶✵

✲✺

✵

✺

✶✵

✲✶✵

✲✺

✵

✺

✶✵

✲✻

✲✸

✵

✸

✻

✲✻

✲✸

✵

✸

✻

✲✻

✲✸

✵

✸

✻

✲✽

✲✹

✵

✹

✽

✲✽

✲✹

✵

✹

✽

✲✽

✲✹

✵

✹

✽

✲✻ ✲✹ ✲✷ ✵ ✷ ✹

✲✵✳✹

✲✵✳✷

✵✳✵

✵✳✷

✵✳✹

✲✻ ✲✹ ✲✷ ✵ ✷ ✹

✲✵✳✹

✲✵✳✷

✵✳✵

✵✳✷

✵✳✹

✲✻ ✲✹ ✲✷ ✵ ✷ ✹

✲✵✳✹

✲✵✳✷

✵✳✵

✵✳✷

✵✳✹

✭❛✮ ❩ ❂ ❙✐

❚♦t�❧

❉
❡
♥
s
✁✂
②
✄
❢
☎
✂✆
✂❡
s
❉
❖
☎
✝☎
✂✆
✂❡
s
✴❡
❱
✞

❚♦t�❧

✭❜✮ ❩ ❂ ●✟

❚♦t�❧

✭❝✮ ❩ ❂ ❙✠

▼✡☛❆☞ ❞ ▼✡☛❆☞ ❞ ▼✡☛❆☞ ❞

▼✡☛❇☞ ❞ ▼✡☛❇☞ ❞ ▼✡☛❇☞ ❞

✌✍ ✎

✌✍ ♣

✏✑ ✎

✏✑ ✒

❊✓✔r❣✕ ✖✗✔✘✙

✌✡ ✎

✌✡ ♣

Figure 4.5: Total and Partial DOS of (a) Mn2LiSi, (b) Mn2LiGe and (c) Mn2LiSn compounds.

spin, we found around the Fermi level that the width of one conduction band along the

Γ-X high symmetry line increases with increasing the atomic number of the Z-element.

We also calculated the density of state (DOS) to obtain more information about the

origin of the formation of the band structures. Figure 4.5 shows the total and partial

DOS for both spin electrons. Positive (negative) DOS are plotted for majority (minority)

electrons. One can see that the total DOS of all compounds are nearly identical, presenting

the feature of a half-metal with a large gap. The low-lying bands from −11 to −8 eV

originated from the s electrons of the Z atoms and are nearly identical for both spin

directions. This contribution to the bands is omitted in Figure 4.5. The s bands are well

separated from the other bands by a hybridization gap. The Ge-based compound has a

larger hybridization gap similar to the Co2TiGe alloy reported by Barth et al., reflecting

the strong chemical bonding between Ge and Mn atoms [111]. The high-lying energy

from −6 to 4 eV consists mainly of d states of the Mn(A) and Mn(B) atoms, including

the contribution from the p electrons of Z atoms. The contribution of the Li atom in the

DOS is negligible, and we did not show it in Figure 4.5.

The minority gap is in-between the bonding and antibonding bands, originated from

the hybridization of d states of the two inequivalent Mn atoms. Hence, the electronic

structure of our full-Heusler compounds is similar to the usual half-metallic half-Heusler

compounds [72]. This is not surprising, because one can see that our compounds are

those of a half-Heusler structure with voids occupied by Li atoms, and the latter does not
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density inside the lattice in order to reveal more about the nature of the bonding. Figure

4.6 depicts the pattern of the charge density of Mn2LiZ compounds (Z = Si, Ge and

Sn) on the (011) plane (see Figure 4.7). It is seen that a significant charge density is

concentrated in between Mn(A) and Mn(B) atoms, indicating a covalent bonding due to

the large hybridization of the d state of the inequivalent Mn elements, which are along

[111] direction. The strength of this covalent nature seems to decrease going from Figure

4.6(a) to 4.6(c); i.e., it decreases with increasing the atomic number of Z atoms (expansion

of the lattice constant).

Along [100] direction, the charge distribution is also noticeable between Mn(B) and Z

elements, which decreases from covalent in Mn2LiSi to ionic nature in Mn2LiSn compound.

It can be seen that there is a charge depletion (region of the lowest density) around

the Li atom, which indicates that electrons in this region is transferred from Li to its

neighboring elements, thus revealing a ionic bonding between the corresponding elements.

In Table 4.2, the calculated partial (site projection) and total spin magnetic moments

of the Mn2LiZ compounds are summarized. We find that the magnetization is confined to

the Mn sites. The elements Z, Li and the interstitial region show a negligible contribution

to the net spin magnetic moment. One can see that the value of the Mn(A) magnetic

moment is negative, while it is positive for that of Mn(B). Therefore, the spin moments

between neighboring Mn moments are antiferromagnetically coupled.

The half-metallic property of our compounds constrains the total spin moment to

integral values. As can be seen, all three compounds have smaller integer magnetic mo-

ment of 1µB per unit cell. The compensation of spin moment in sublattices A and B

produces smaller total magnetic moments. As will be discussed in the following para-

graph, the exact (integer) value of the total spin moment results from the existence of a

minority band-gap (Slater-Pauling rule). We find that Mn(B) element carries a magnetic

moment larger than that of the absolute value of Mn(A). Since the lattice parameter of

Mn2LiZ increases with an increasing atomic number in the same group of Z elements, the

hybridization between the Mn(A) and Mn(B) atoms decreases. As a result, their atomic-

like (localized) character increases, and thus their absolute spin magnetic moments are

increased.

The Mn2LiZ alloys have N = 19 valence electrons per unit cell. From the band

structure of our compounds, there are 9 minority bands below the Fermi level, and hence

the minority channel contains 9 valence electrons. So, the remaining 10 electrons have

to occupy the opposite spin bands. Therefore, the spin magnetic moment m of Mn2LiZ

compounds obeys the following Slater-Pauling rule [72]:

m = (N − 18)µB. (4.3)
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Table 4.2: Calculated partial and total magnetic moments (in µB ), minority band gaps (in

eV) of Mn2LiZ (Z= Si, Ge and Sn).

Compound Mn(A) Mn(B) Z Li Interstitial m Gap

Mn2LiSi −1.27 2.25 0.00 0.02 0.01 1.00 0.82

Mn2LiGe −2.02 2.92 0.02 0.03 0.05 1.00 1.15

Mn2LiSn −2.51 3.36 0.02 0.03 0.10 1.00 0.66

This suggests that Mn2LiZ compounds with 18 valence electrons such as Z are Al, Ga

and In should have a magnetic structure with zero net spin moments, as can be seen in

the next chapter.

4.4 Exchange interactions and Curie temperature

To know more about both the strength and range of the exchange interactions of

the three compounds, the calculated exchange couplings as a function of the normal-

ized distance in Mn(A)-Mn(B) inter-sublattice, Mn(A)-Mn(A) and Mn(B)-Mn(B) intra-

sublattices are displayed Figure 4.8. In all compounds, the exchange parameters are

confined within a radius of 1.5 a. It seems that exchange interaction in the Mn(A)-Mn(B)

inter-sublattice is the strongest and contributes the most to the overall interaction.

In the inter-sublattice, the interaction with the first and the second coordination
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Figure 4.8: Exchange interaction parameters as a function of the normalized cluster radius of

Mn2LiZ (Z = Si, Ge and Sn). The intra-sublattice exchange interactions are multiplied by 3 for

more illustration.
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spheres is negative, reflecting the anti-parallel alignment between magnetic moments in

Mn(A) and Mn(B). In the second sphere, the absolute value of the interaction is much

weaker than in the first one. With the first sphere, the antiferromagnetic interaction in-

creases from Si- to Ge-based compound, then decreases slightly to Mn2LiSn. The Mn2LiGe

compound presents a larger value in agreement with its wider minority gap formed mainly

by Mn(A) and Mn(B). However, the weaker interaction in the second sphere is almost

independent of the type of the compound. The antiferromagnetic interaction with the

third sphere has zero magnitude in Mn2LiSi, and seems to slightly increase but remains

weak. Due to the smaller distance between Mn(A) and Mn(B), the exchange is classified

as direct in the first coordination sphere.

The interaction in the intra-sublattices is much weaker, but it shows a strong de-

pendence on the type of Z atom. With the increasing atomic number of Z elements,

the interaction with the first coordination sphere increases from negative in Mn2LiSi to

positive values in Mn2LiGe and Mn2LiSn. The interaction with the second sphere in

Mn(B)-Mn(B) changes its sign to a negative value in the sequence Si-Ge, and then its

absolute value increases slightly in the subsequent Z-based compound. For the Mn(A)-

Mn(A) sublattice, the interaction with the second sphere is positive for all compounds

and increases slightly. For further coordination, the interaction is negligible.

For practical applications, the Curie temperature TC of the compounds must be equal

to or exceed the room temperature. From the previous discussion, we found two coupled

magnetic sublattices in Mn2LiZ compounds. Thus the on-site interaction J is a 2 × 2

square matrix, allowing to write

TC =
1

3kB

[
TrJ+

√(
TrJ2

)
− 4 detJ

]
, (4.4)

where Tr and det denote the trace and the determinant, respectively. On the right-hand

side of Equation 4.4, the second term always has a positive sign and is contributed by

both intra- and inter-sublattice exchange interactions. The first term has contribution

only from the exchange interaction in the intra-sublattices, which can be positive or

negative. Therefore, the negative onsite interaction in intra-sublattice reduces TC, and

conversely, the positive interaction enhances it. In Table 4.3, the calculated onsite in-

teraction J
Mn(µ)−Mn(ν)
0 , mean-field approximation of TC for inter-sublattice T inter

C and all

magnetic sublattices T all
C of the compounds are summarized. For all compounds, we find

that TC is higher than 1000 K. This large value is mainly due the onsite inter-sublattice

exchange interaction. As we can see, the Curie temperature calculated only for inter-

sublattice interaction is nearly the same as that calculated from all contributions. The

value of T inter
C of Mn2LiSi compound is slightly reduced due to negative Mn(A)-Mn(A)
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Table 4.3: Calculated J
Mn(µ)−Mn(ν)
0 onsite sublattices (in meV), inter-sublattice and all-

sublattices mean field Curie temperature (in K) of Mn2LiZ (Z=Si, Ge and Sn).

Compound J
Mn(A)−Mn(A)
0 J

Mn(B)−Mn(B)
0 J

Mn(A)−Mn(B)
0 T inter

C T all
C

Mn2LiSi −30.58 8.66 −141.94 1096 1022

Mn2LiGe −2.93 4.33 −184.75 1427 1433

Mn2LiSn 33.86 19.72 −148.54 1147 1356

interaction, while both positive Mn(A)-Mn(A) and Mn(B)-Mn(B) interactions signifi-

cantly enhance it by about of 200 K in Sn-based compound. Finally, the interaction in

intra-sublattices of Mn2LiGe can be omitted from the discussion due to their negligible

contributions in computed TC.

4.5 Thermoelectric transport

In Figure 4.9, we display the calculated temperature-dependent conductivity integrals

σ/τ and Seebeck coefficients of Mn2LiZ compounds. The conductivity integrals show weak

dependence on the temperature, where they decrease slightly with increasing temperature.

This behavior is typical for metals. The inset of Figure 4.9(a) shows the temperature

dependence of the spin-polarization of the electric current

P =
σ↑ − σ↓
σ↑ + σ↓

. (4.5)

It can be observed that the predicted 100% spin-polarized current at zero temperature

can be preserved up to high temperatures in the two-current model. In particular, the

electric current can be almost fully spin-polarized over the entire considered temperature

range in a Ge-based compound. This is due to the large gap in the minority spin bands

and the Fermi level being in the middle of the band gap.

Figure 4.9(b) depicts the Seebeck coefficient of all three compounds. In Si- and Ge-

based compounds, the Seebeck coefficient is up to the room temperature nearly negligible.

After that, its absolute value starts to increase smoothly for Mn2LiGe and linearly to

rather high values for Mn2LiSi. The maximum absolute value of the Seebeck coefficient

for Mn2LiZ with Z is Si and Ge is 14.80 and 3.43 µV/V, respectively.

For the Mn2LiSn compound, the Seebeck coefficient changes smoothly with increasing

temperature. It slightly increases from a low positive value and then decreases to negative

values crossing a line that separates positive and negative values. Interestingly, although

the Seebeck coefficient in this compound is small, it shows two different behaviors with a
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Figure 4.9: Temperature dependence of

(a) conductivity integral σ/τ , where τ is a

relaxation time and (b) Seebeck coefficient

of Mn2LiZ (Z = Si, Ge and Sn). The inset

of (a) shows a spin-polarization of electric

current P .

temperature gradient. One can observe in this compound p-type (n-type) thermoelectric

transport at low (high) temperatures.

We note that the magnitude of the Seebeck coefficient is considerably smaller in mag-

netic materials than in nonmagnetic semiconductors. Small impurities or native defects

which are inherent in the experiment can result in enhancing the Seebeck coefficient and

also reversing its sign [127].
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Chapter 5

Prediction of Spin Gapless

Semiconductor and Nearly Spin

Semimetal Antiferromagnets:

The case of Mn2LiZ (Z = Al, Ga)

5.1 Introduction

Spin gapless semiconductor (SGS) and spin semimetal (SM) antiferromagnets are in-

teresting spintronic materials. They constitute new materials for spin logic devices based

on spin injection schemes. Although they have great potential for use in spintronics with

faster devices and low power consumption, they are still unexplored to be exploited. It

is worth looking for SGS and SM among magnetic Heusler compounds because Heusler

materials are a family of compounds that contain a huge number of compounds that are

flexible to chemical substitution and have a high Curie temperature. In this respect,

Mn2LiZ (Z = Al, Ga and In) are studied in Heusler structures by first-principles methods

to predict their properties. These compounds are characterized by two interesting points

which should be mentioned. The first point is that Mn atoms in the octahedral envi-

ronment provided by the Z atoms are known to have a well-defined localized magnetic

moment known as the Kubler rule. The second point is that Mn2LiZ (Z = Al, Ga and

In) compounds all have N = 18 valence electrons which fulfill the 18-electron rule for

semiconductivity, and according to the Slater-Pauling (SP) rule, they must show zero net

magnetic moments. This leads to the interplay of the electronic structure with magnetism.

The second magnetic moment in the tetrahedral environment adjusts to respect the SP
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rule, while the Mn octahedral moment remains nearly unchanged because it is highly

localized. With this fact, unconventional antiferromagnetism (ferrimagnetism with fully

compensated magnetic moments) is achieved in these compounds.

In the framework of DFT, the electronic structure calculations are performed using

the WIEN2k code. The muffin-tin radii are chosen for all atoms equal to 2 a.u. The

number of plane waves is restricted to RMT×Kmax = 9. We use about 15000 k-points for

Brillouin zone integrations. The self-consistency is reached when the energy and charge

convergence criteria are less than 0.00001 Ry and 0.00001 e/a.u.3 , respectively.

The transport properties are calculated within the Boltzmann transport theory under

constant relaxation time using the BoltzTraP code. A denser mesh with about 883 k-

points is used in the WIEN2k to calculate spin-dependent transport quantities. We use

the SPRKKR program to determine the exchange coupling parameter. The calculations

are carried out on the equilibrium lattice parameters determined with WIEN2K. In the

self-consistent calculations, the angular momentum cutoff ℓmax = 3 is used with about 300

k-points in the irreducible wedge of the Brillouin zone. The energy convergence criterion

is less than 0.00001 Ry. Jij is calculated on a denser mesh of about 1000 k-points.

All self-consistent calculations are carried out within the generalized gradient approx-

imation of Perdew, Burke, and Ernzerhof for the exchange-correlation functional. The

scalar-relativistic representation of the valence states is considered, while the core states

are treated in a fully relativistic manner. The results in this chapter were published in

Reference [128]

5.2 Structural, mechanical and thermodynamic sta-

bility

The total energies of Mn2LiZ (Z = Al, Ga and In) compounds are calculated for

various unit cell volume (V = 1
4
a3) both in the L21 and XA structure. The calculations

are performed in magnetic and non-magnetic configurations. The results are then fitted to

the Birch-Murnaghan equation of states and presented in Figure 5.1. The cubic structural

stability against tetragonal distortion has to be addressed, where many Mn2-based Heusler

compounds are known to crystallize in the tetragonal structure. To do this, the total

energy is calculated with different c/at ratios while keeping the unit cell volume constant.

First of all, we must highlight the role of the inversion symmetry in the existence of

the magnetic state within the present compounds. In the L21 structure, the atoms in

the A and C sublattices are equivalent. As a result, the magnetic moments in A and C

exactly compensate one another in the antiparallel coupling, giving an antiferromagnetic
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Figure 5.1: The total energy as a func-

tion of the lattice parameter of the Mn2LiZ

compounds (Z = Al, Ga and In) in the

two structures. For the L21 structure non-

magnetic (NM), ferromagnetic (FM) and

antiferromagnetic (AFM) states are pre-

sented. In the XA structure only the non-

magnetic and ferrimagnetic (FiM) states is

considered.

structure. However, in the XA structure, inversion symmetry is absent where all sublat-

tices are symmetrically inequivalent. The antiparallel alignment of the spin moments in

the A and B sublattices leads to the formation of the ferrimagnetic structure. We recall

that the complete compensation in this state does not occur without other considerations,

such as the half-metallicity at zero temperature.

Accordingly, for calculations, we consider the ferromagnetic and antiferromagnetic

configurations in the L21 structure, while we assume the ferrimagnetic state in the XA

structure. The ferromagnetic state in the XA structure did not converge in our calcula-

tions. The non-magnetic configuration is calculated for both structures.

In Figure 5.1 all energy curves show parabolic behavior, and each energy curve has a

minimum at its corresponding equilibrium lattice constant. We find that for both struc-

tures L21 and XA, the magnetic configurations have lower total energies, and hence they

are more favorable than the corresponding non-magnetic states. In the L21 structure, the

Mn2LiAl compound shows that the ferromagnetic state is more stable than the antifer-
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romagnetic one. However, the antiferromagnetic state becomes stable in the case of Ga-

and In- based compounds. In all three compounds, the ferrimagnetic state in the XA

structure has lower total energy than all reported structures. This result contradicts the

observed rule that Heusler compounds prefer the inverse structure (XA structure) when

the number of valence electrons of the X atoms is smaller than that of Y atoms. This may

be the reason why the Mn2NaAl compound and its isoelectronic Mn2LiAl were reported

as having the L21 structure [129]. Therefore, the present calculations reveal that the two

compounds prefer to crystallize in the XA structure with the ferrimagnetic state. In Table

5.1, the lattice constants of Mn2LiZ compounds are presented, where we find that Al- and

Ga-based compounds have nearly the same lattice constant; this is because their Z atoms

have a very close atomic radius. For thin film preparation, the semiconductor InP which

has a lattice constant a = 5.86 Å, can be chosen for the epitaxial growth of Mn2LiAl or

Mn2LiGa compounds on it owing to the good lattice matching.

The total energy as a function of the c/at ratio is calculated with different constant

volumes and in both Heusler structures. In Figure 5.2, we present the results of the

calculations for the stable magnetic configurations at constant equilibrium volume. The

results indicate that the compounds are more stable in their cubic inverse structure over

tetragonal distortion; there is neither stable nor metastable tetragonal structure. Both

structures show only one minimum in the total energy curves associated with the cubic

lattice structure at = a/
√
2. Therefore, the present Mn2-based Heusler compounds are

more stable in the cubic structure similar to Mn2LiZ (Z = Si, Ge and Sn) compounds

presented in chapter 4. As we will see, this can be motivating results, as many if not all

zero spin moment SGS Heusler candidates have a stable tetragonal structure, and their

unique properties are lost at this structure [47]. In what follows, the calculations are

performed for the XA structure.

The elastic constants of Mn2LiZ (Z = Al, Ga and In) are calculated to test the com-

Table 5.1: Calculated lattice parameters (in Å), elastic constants (in GPa), formation energies

(in eV) and hull distance (in meV/atom) of Mn2LiZ (Z = Al,Ga, In).

Compound a C11 C12 C44 Ef ∆H

Mn2LiAl 5.84 132.08 44.83 117.89 −0.55 51

Mn2Al 5.58 +0.70

Mn2LiGa 5.88 109.47 49.92 105.45 −0.57 19

Mn2Ga 5.67 +0.69

Mn2LiIn 6.27 89.07 47.87 81.52 +0.01 150

Mn2In 6.12 +1.32
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Figure 5.2: The total energy as a function

of the c/at ratio of the two structures in their

stable magnetic configurations.

pounds for their mechanical stability. The calculated results are summarized in Table 5.1.

From Table 5.1, we find that all compounds meet the elastic stability requirement. One

can see that the C11 and C44 coefficients decrease with increasing the atomic number of

Z elements.

For thermodynamic stability, the formation energy, which is defined as the energy dif-

ference between the total energy of the compound and the sum of its constituent elements,

is calculated. The calculated results for each compound are summarized in Table 5.1. It

can be seen that only Mn2LiAl and Mn2LiGa compounds exhibit negative formation en-

ergy. This energy is approximately the same for these compounds and correlates with

the lattice parameter. Mn2LiIn compound shows nearly zero formation energy, and hence

it may be thermodynamically unstable. Therefore the calculations indicate that Al- and

Ga-based compounds meet one of the conditions for thermodynamic stability. Compared

to Mn2LiZ compounds, we also calculated the formation energies of Mn2Z compounds,

which are presented in Table 5.1. The results reveal that all Mn2Z compounds are un-
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stable because they show positive formation energies and thus cannot be synthesized in

the C1b structure. Consequently, the filling of the voids of Mn2Z half-Heusler compounds

is energetically favorable and can yield stable Mn2LiZ Heusler compounds. In the last

column of Table 5.1, the hull distance is presented. Al- and Ga-based compounds are

likely to be synthesized because they show a smaller ∆H which is 51 meV for Mn2LiAl

and 19 meV for Mn2LiGa, and all are less than the empirical criterion of 52 meV [125].

5.3 Electronic structure and magnetic moments

The spin-resolved band structure calculations of the Mn2LiZ (Z = Al, Ga and In)

compounds are presented in Figure 5.3. The Left (right) panel depicts the spin-up (spin-

down) bands. One can expect that the pattern of the band structure does not show

significant changes between isoelectronic compounds. The case is different for Mn2LiZ

compounds with Z are Al, Ga and In around the Fermi energy despite having the same

number of valence electrons. The Mn2LiAl ompound exhibits SGS behavior with a large

finite gap in spin-down bands, while an indirect zero gap in the spin-up bands with the top

of the valence band at L-point while the bottom of the conduction band lies at X-point.

The conduction band of the Mn2LiGa compound in the spin-up channel is very dispersed

so that the Fermi level well crosses it. For the spin-down bands, the Fermi energy falls in

a gap far away from the top of the conduction band. As a result, the band structure of the

Mn2LiGa compound is almost similar to those showing spin semimetallicity behavior. By

definition, spin semimetal compounds exhibit semimetallic behavior for one spin direction

and show semiconductor character in the opposite one [130]. At finite temperature, the

transport properties related to the SGS materials are also exhibited by spin semimetallic

compounds, and they can show almost similar behavior. In the case of the Mn2LiIn

compound, the dispersion of the conduction band about the Fermi level increases in

the spin-up direction, while the Fermi energy intersects the top of the valence band in

the spin-down channel. Therefore, a metallicity is shown for this compound which is

thermodynamically unstable. The presence of a band gap at the Fermi level appears to

contribute to the chemical stability.

For spin-up direction, the conduction band along the Γ-X line becomes much wider if

the atomic number of Z element increases. We attribute this to the increased hybridization

along this line as we go down the same column of the periodic table. In the spin-down

channel, the position of the top of the valence band changes from L to Γ point along the

sequence Al-Ga-In. These behaviors are also observed for Mn2LiZ (Z = Si, Ge and Sn)

compounds in chapter 4, which are the characteristic of Mn2LiZ compounds that seem to
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Figure 5.3: Calculated band structure for spin-up (left panel) and spin-down (right panel) of

Mn2LiZ (Z = Al, Ga and In).
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Figure 5.4: Total DOS of (a) Mn2LiAl, (b)

Mn2LiGa and (c) Mn2LiIn compounds. The

dashed line indicates the Fermi level which is

set to the origin.

be independent of the number of valence electrons.

The properties that appear on the band structure can be confirmed by the calculated

density of states (DOS). Figure 5.4 depicts the results of the total DOS of the Mn2LiZ

compounds. Positive (negative) DOS is related to spin-up (spin-down) channels. The

Mn2LiAl and Mn2LiGa compounds show a real band gap in the spin-down channel at the

Fermi level. The case of the Mn2LiGa compound is interesting because it shows a larger

band gap of about 0.93 eV, which is attractive for retaining the high spin-polarization at

elevated temperatures. The spin-down band gap of these two compounds is summarized

in Table 5.2. In the case of spin-up direction, Mn2LiAl presents a zero state (zero-gap) at

the Fermi energy, confirming the SGS behavior of this compound, while small finite states

are presented Mn2LiGa. In the latter compound, the Fermi level is just near a region of

small DOS. This small finite DOS forms a valley around the Fermi energy, which is the

characteristic of semimetallic compounds, and hence the Mn2LiGa compound is a nearly

spin-semimetal. Mn2LiIn compound displays a metallic behavior, where for both spin

directions, there is a finite state at the Fermi energy.

For more comprehension of the band structure formation process of the present com-

pounds, we calculated the atom-resolved DOS, and due to the similar behavior, we plot

in Figure 5.5 only the results of that of Mn2LiAl. As can be seen, the energy region
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Figure 5.5: Atom-resolved DOS of

the Mn2LiAl compound.

from approximately −8 to −5 eV mainly originated from Al s states. This energy band

is identical for both spin directions and is well separated by an energy gap from higher

energy bands. These latter bands widen around the Fermi energy, which mainly arises

from the hybridization of the two inequivalent Mn d states with the admixture of Sb p

states. Although the crystal structure of Mn2LiZ compounds is full-Heusler structure,

their electronic structure appears similar to those of half-Heusler compounds [74, 72].

The energy gap is formed in a way that is in-between the bonding (mainly contributed

by Mn(A) atoms) and antibonding bands (mainly of Mn(B) atoms). The contribution

from Lithium atom has little effect on the formation of the DOS and is not presented in

Figure 5.5. The DOS of the bonding bands is mainly contributed by both the Mn(A) d

spin-down states and Mn(B) d spin-up states. While the order is reversed in the region

of antibonding bands, the contribution comes mainly from the Mn(A) d spin-up states

and Mn(B) d spin-down states. This magneto-electronic behavior is ascribed to covalent

magnetism [126].

For charge distribution, we calculated the electron density of all compounds. Figure

5.6 depicts the results plotted on the (011) surface plan. As for the case of Mn2LiZ (Z = Si,

Ge and Sn) compounds, the charge distributes considerably between Mn(A) and Mn(B)

as well as between Mn(B) and Z, which is a characteristic of covalent bonding. The charge

density in the middle of the Mn(A)-Mn(B) line is higher than that in-between Mn(B)-Z

atoms, indicating a stronger covalent bonding between Mn(A) and Mn(B). We can see

that the charge density in these regions decreases with increasing the atomic number of

Z elements. However, around the Li atom, there is almost no charge distribution. This
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Figure 5.6: The distribution of the valence electron charge density of (a) Mn2LiAl, (b)

Mn2LiGa and (c) Mn2LiIn compound, plotted on the (011) surface.

indicates that electrons in this region are transferred from the more electropositive Li to

the neighborhood elements. Thus the corresponding bondings are of ionic characters.

Finally, the total and atomic magnetic moments of the compounds are listed in Table

5.2. Interestingly, the net spin moment of both Mn2LiAl and Mn2LiGa compounds is

exactly zero, while that of Mn2LiIn considerably deviates from the zero value. The zero

moments finding is expected because the valence electrons N of the present compounds is

18 per unit cell, and according to the Slater-Pauling rule m = (N−18)µB, the compounds

must exhibit a net spin moment of 0µB per unit cell. Mn2LiIn does not satisfy the

Slater-Pauling rule because it has no energy gap at its Fermi level. The present zero-

moment materials share the same behavior with the conventional antiferromagnets in

that they have the same number of valence electrons for both spin directions. However,

Table 5.2: Calculated partial and total magnetic moments (in µB ), spin-down band gaps (in

eV) of Mn2LiZ (Z= Al and Ga.

Compound Mn(A) Mn(B) Z Li Interstitial m Gap

Mn2LiAl −2.24 2.32 −0.03 0.02 −0.08 0.00 0.67

Mn2LiGa −2.53 2.62 −0.02 0.02 −0.09 0.00 0.93

Mn2LiIn −3.06 3.24 −0.01 0.02 −0.07 0.12 —
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due to non symmetrical band structures with respect to spin direction, the atomic (local)

magnetic moments are coupled antiferromagnetically but with nearly (not exactly) the

same absolute magnetic moments. The magnetic moments are confined at the A and

B sublattices. The antiparallel alignment of these inequivalent sublattices leads to an

incomplete compensation. Here, the exact compensation originates from the spin-down

gap, which induces small magnetic moments in other sites such as Li, Z and the interstitial

region, in order to reach the full compensation. This can be seen in Table 5.2.

5.4 Exchange interactions and Curie temperature

Exploring the exchange interactions is crucial for understanding magnetism and pre-

dicting the Curie temperature of the compounds. Thus, we present in Figure 5.7 the

exchange coupling parameters for various cluster radius of the thermodynamically sta-

ble compounds, Mn2LiAl and Mn2LiGa. Because the self-consistent calculation does not

converge at the equilibrium lattice parameter in the SPRKKR program, the results of

the Mn2LiAl compound are determined on a slightly expanded lattice parameter, about

0.51%. The results show that all the exchange interactions are confined within a cluster

radius of less than 1.5a. The Mn(A)-Mn(B) inter-sublattice exchange interaction domi-

nates the exchange with a negative contribution, revealing the antiferromagnetic coupling

of the corresponding Mn magnetic moments. Consequently, the antiferromagnetic inter-

sublattice interaction stabilizes the ferrimagnetic order of the compounds. For the two

compounds, the inter sublattice interaction shows almost similar patterns, they all present

stronger interaction in the first coordination sphere (nearest-neighbor of Mn atom). How-

ever, their interaction drops significantly in the second sphere. Due to the smaller distance

between the nearest neighbor of Mn in the Mn(A)-Mn(B) inter-sublattice, with about 2.54

Å, the inter-sublattice interaction is classified as direct. The Mn nearest-neighbor distance

is critical for the existence of the direct interaction, and it is nearly equal for both com-

pounds, which may explain the similar range order and strength of the Mn(A)-Mn(B)

interaction.

We can see from Figure 5.7 that the intra-sublattice interactions are much weaker than

the inter-sublattice ones. In contrast, intra-sublattice interactions are highly dependent

on the Z atom, being stronger in Mn2LiGa than in Mn2LiAl. This can be explained

by the fact that the Mn2LiAl compound is a more semiconductor-type in which the

indirect interactions (intra-sublattice interactions) are much weaker. The intra-sublattice

exchange interactions in Mn2LiGa are significantly larger due to the semimetallic behavior

of the compound. For the two compounds, one observes that the two intra-sublattices
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Figure 5.7: Exchange coupling parameters as a function of the normalized cluster radius of

Mn2LiZ (Z = Al and Ga)compounds. The intra-sublattice exchange interactions are multiplied

by 3 for better illustration.

A and B show two distinct behaviors. The Mn(A)-Mn(A) interaction is positive for

all coordination spheres. On the other hand, the Mn(B)-Mn(B) interaction displays an

oscillatory behavior. It is negative in the first coordination sphere while positive in the

second, and it is much weaker for other coordination spheres.

Due to the presence of the energy gap, all the exchange interactions decay rapidly

with distance. Therefore only the first-nearest neighbor and second-nearest neighbor

interactions can be significant [131].

The on-site sublattice interactions J0 and the mean-field Curie temperature of both

inter-sublattice T inter
C and all-sublattices T all

C are presented in Table 5.3. The calculated

Curie temperature T all
C of the two compounds is very high and reaches 1800 K. As we

have seen, the inter-sublattice interaction that dominates in the exchange and its on-site

interaction also exhibits a higher value for both compounds, resulting in a higher Curie

temperature.

The special-chemical structure of Mn2YZ, where Y is a magnetically inert element,

is characterized by the very high Curie temperature [132]. The Y site may be empty or

filled by the Li atom, for example. As an illustration, the calculated Curie temperature

of Mn2CoAl in Reference [50], determined by the same methodology as we used, is 890 K,

which slightly deviates from the experimental one, 720 K [108]. The Mn2LiAl compound

can be viewed as Mn2CoAl, with the Co being replaced by the Li atom. Interestingly, we
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Table 5.3: Calculated J
Mn(µ)−Mn(ν)
0 onsite sublattices (in meV), inter-sublattice and all-

sublattices mean field Curie temperature (in K) of Mn2LiZ (Z=Al and Ga).

Compound J
Mn(A)−Mn(A)
0 J

Mn(B)−Mn(B)
0 J

Mn(A)−Mn(B)
0 T inter

C T all
C

Mn2LiAl 13.81 −41.44 −255.38 1973 1878

Mn2LiGa 39.81 −14.42 −227.12 1755 1865

find that the consequence of this chemical substitution leads to the increase of the Curie

temperature more than twice that of Mn2CoAl.

The on-site intra-sublattice exchange interactions show opposite behaviors between

the compounds. We obtain that intra-sublattice exchange interactions slightly reduce

(enhance) the Curie temperature of Mn2LiAl (Mn2LiGa) compounds. Indeed, the sum of

the two on-site intra-sublattice interactions is negative for Mn2LiAl while it is positive

in the case of Mn2LiGa. Therefore negative intra-sublattice interaction destabilizes the

antiferromagnetic inter-sublattice interaction. In conclusion, the intra-sublattice exchange

interactions are less important for our compounds, and we can neglet them for determining

the Curie temperature.

5.5 Thermoelectric transport

The temperature dependence of the electrical conductivity and Seebeck coefficient of

the compounds are illustrated in Figure 5.8. As can be seen, the electrical conductiv-

ity of Mn2LiAl shows non-metallic behavior because it increases rapidly with increasing

temperature. The Mn2LiAl compound has a predominantly semiconducting character,

consistent with the electronic structure prediction of the spin-gapless semiconductivity.

However, the electrical conductivity of Mn2LiGa shows two different regimes as the tem-

perature increases. At lower temperatures, the electrical conductivity is typical of metals,

being mainly constant with increasing temperature. However, the conductivity increases

linearly from approximately 150 K, showing the semiconductivity behavior.

In the lower panel of Figure 5.8, the Seebeck coefficient of the compounds is presented.

The Seebeck coefficient of the two compounds is considerably larger and shows a positive

value for a wide temperature range. In both compounds, the Seebeck coefficient increases

with increasing temperature. For Al-based compound, it increases sharply from −100 to

100 µV/K at a small temperature range. The Mn2LiAl compound shows an interesting

thermoelectric behavior, with the Seebeck coefficient reaching about 175 µV/K at room

temperature. This is typical of a potential p-type thermoelectric material.
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Figure 5.8: The temperature dependence of the conductivity integral σ/τ (upper panel) where

τ is a relaxation time and Seebeck coefficient S (lower panel) of Mn2LiZ (Z = Al and Ga).
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Chapter 6

Summary and Conclusion

In this thesis, Li-based Heusler compounds are studied on their potential use in

spintronics and thermoelectrics applications. We performed first-principles calculations

to report various physical properties of the compounds, including structural, magneto-

electronic, magnetic interaction and transport properties. In the framework of density

functional theory, the electronic structure is done with the LAPW method. The ex-

change interactions are calculated in the real-space approach using the state-of-the-art

KKR-GF method. We calculated the electron transport within the Boltzmann transport

theory and determined the Curie temperature in the mean-field approximation.

First, the structural analysis shows that the compounds Mn2LiZ (Z = Si, Ge, Sn, Al

and Ga) are structurally and energetically stable in the inverse Heusler structure with

the ferrimagnetic state. We obtained no stable tetragonal distortion and found that each

compound can be lattice-matched with one of the zinc-blende semiconductors.

For Mn2LiZ (Z = Si, Ge and Sn) compounds, the band structure reveals that all these

compounds are half-metallic ferrimagnets with higher minority-band gaps and small net

magnetic moments of µB. For electronic transport, the temperature dependence of the

electrical conductivity shows a metallic behavior, and the spin-polarized current is still

nearly 100% at room temperature based on the two current-model. The compounds

present a weak contribution to the thermoelectric transport, except for Mn2LiSn, which

has a significant Seebeck coefficient at very high temperatures.

In the case of Mn2LiZ (Z = Al and Ga) compounds, we predict unusual half-metallic

properties. We found that the Mn2LiAl compound exhibits a spin gapless semiconductiv-

ity, while Mn2LiGa behaves as a spin semimetal compounds. Moreover, their ferrimag-

netic structure is fully compensated, yielding a 0µB total magnetic moments. Thanks

to the lack of inversion symmetry, these compounds are fully spin-polarized at zero tem-

perature, consistent with the Slater-Pauling rule. At elevated temperatures, we revealed
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the semiconductor behavior of the compounds based on the relationship between elec-

trical conductivity and temperature. In this study, much higher Seebeck coefficients are

shown for these compounds for a wide temperature range, thanks to their semiconducting

behavior at high temperatures.

The compounds studied in this work also present common features characteristic of

the inverse Heusler structure. From the inspection of DOS, we found that the princi-

pal mechanism of minority-gap formation is the strong hybridization of d states of the

inequivalent Mn atoms. The charge density distribution displays a covalent nature of

some bonds while the ionic character for others. Interestingly, the compounds have high

TC , well above room temperature. This high value of TC is a consequence of the strong

Mn(A)-Mn(B) inter-sublattice exchange interaction. This interaction is antiferromagnetic

and short-ranged (direct exchange).

Finally, we demonstrated several desirable properties in this study, including the half-

metallicity, ferrimagnetism, zero spin moment, spin gapless semiconductivity, and im-

portantly, the high Curie temperature that characterizes Mn2LiZ (Z = Al, Ga, Si, Ge

and Sn) compounds. For future work, it can be interesting to expand the search for

spintronics materials to the Li-based Quaternary Heusler compounds. We emphasize

that our predictive results can serve as a guide for future experimental work to fabricate

and investigate our spintronics materials. Due to the structure compatibility of Mn2LiZ

compounds with Co2LiZ and Ni2LiZ non-magnetic Heusler compounds, it is desirable to

study Mn2LiZ/Co2LiZ and Mn2LiZ/Ni2LiZ bilayers and test which parameters influence

the spin polarization.
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des Forschungszentrums Jülich Modeling and Simulation, page 420, Jülich, 2021.
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[99] I Galanakis, Kemal Özdoğan, and E Şaşıoglu. High-TC fully compensated ferrimag-

netic semiconductors as spin-filter materials: the case of CrVXAl (X= Ti, Zr, Hf)

heusler compounds. Journal of Physics: Condensed Matter, 26(8):086003, 2014.

[100] Rolf Stinshoff, Ajaya K Nayak, Gerhard H Fecher, Benjamin Balke, Siham Ouardi,

Yurii Skourski, Tetsuya Nakamura, and Claudia Felser. Completely compensated

ferrimagnetism and sublattice spin crossing in the half-metallic Heusler compound

Mn1.5FeV0.5Al. Physical Review B, 95(6):060410, 2017.

[101] Y Venkateswara, Sachin Gupta, S Shanmukharao Samatham, Manoj Raama Varma,

KG Suresh, Aftab Alam, et al. Competing magnetic and spin-gapless semiconduct-

ing behavior in fully compensated ferrimagnetic CrVTiAl: Theory and experiment.

Physical Review B, 97(5):054407, 2018.

106



BIBLIOGRAPHY BIBLIOGRAPHY

[102] Gregory M Stephen, Christopher Lane, Gianina Buda, David Graf, Stanislaw

Kaprzyk, Bernardo Barbiellini, Arun Bansil, and Don Heiman. Electrical and mag-

netic properties of thin films of the spin-filter material CrVTiAl. Physical Review

B, 99(22):224207, 2019.
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